
17. sJ 4

A

I , v

~r o

,~4 ~~y'4
?;g r

a-S c



MASTER COPY KEEP THIS COPY FOR REPRODUCTION PURPOSES

REPORT DOCUMENTATION PAGE FomB Apoved418

P.ujc 'edoning bu~rden 6or this ceiiection of 'riormation 's "Tinated !o Aversq 'tura r .OiO rse in th tmco reviewing o'nuruct~nsa rsn entag aa oec.
g atm an ailttainl~t' theO data nefed". and corricltlfl and re.vre",mq feClectiOn of 'ntormation. send comments regarding tis burden estermate or anV ~~e aspect of tiu

=olcinof Information. ncludinq suggotoifrrdcn this ouroes to N~a~hinton 'feadcuarters Serviccs. Directorate for *nforvnation Operations and Report. 121IS J*een
Davis ighway. Suite i204 Arlington.. A2240, dothdOfice of Varagerment and Budget. Paperwiork Reduction Project (0704-018S). Washington. DC 20103.

I. AGENCY USE ONLY (Leave blank) j2. REPORT DATE 3. REOTTYPE AND DATES COVERED

4. TITLE AND SUBTITLE S. FUNDING NUMBERS

Materials Research Society Symposium Proceedings:
Neutron Scattering for Materials Science DAALO03-90-C-0014

6. AUTHOR(S)

John B. Ballance (Principal Investigator)

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION

Materials Research Society
Pittsburgh, PA 15237

9. SPONSORING/ MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORNtG/MONTORiNG

U. S. Army Research Office AEC EOTNME

P. 0. Box 12211 ARO 27596.3-MS-CF
Research Triangle Park, NC 27709-2211

11. SUPPLEMENTARY NOTES
The view, opInions and/or findings contained in this report are those of the
author(s) and should not be construed as an official Department of the Army
position, policy, or decision, unless so designated by other documentation.

128. DISTRIBUTION/IAVAILABILITY STATEMENT IMb DISTRIBUTION CODE

Approved for public release; distribution unlimited.

13. ABSTRACT (Maximum 200 words)

Neutron Scattering is by now a veil-established technique
which has been used by condensed matter scientists to probe both
the structure and the dynamical interactions in solids and
liquids. The use of neutron scattering methods in materials
science research has in turn increased dramatically in recent
years. The symposiuam was assembled to bring together scientists
with a wide range of interest, including high-Tt superconducting
materials. phase transformations. neutron depth profiling.
structure and dynamics of glasses and liquids, surfaces and
Interfaces, porous media, intercalation comounds and lower
dimensional systems, structure and dynamics of polymers, residual
stress analysis, ordering and phase separation in alloys, and
magntim in alloys and multilayers. The symposim included
invited talks covering the latest advances in broad areas of
interest such as Rietiveld structure refinement, triple axis
spectrametry. quasielastic scattering and diffusion. mall angle
scattering and surface scattering. Contributed papers reporting
recent research results were often grouped in several subfield.
cover"d by Invited, tutorial lectures.(-sV

14. SUBJECT TERMS IS. HNMBI 0PAGE

Neutron Scattering, Materials, Condensed Matter, W PRIC CODE
Symposium______ ____

17. SECURIT CLASSIFICATWMON 10. SECURITY CLASSIFICATION 19. SICURIY CLASSIFICATO 20 LMITATIOO ABSTRACT
OF REPORT I Of THIS PAGE OF ABSTRACT r

UNCLASIFID I UNCLASSIFIED I UNCLASSIFIED UL -
NSN 7540.01.2'8.SMO Standard Form 296 (Rev 2.89)

Prescned by Aim Std twigS
296- 102



Neutron Scattering For Materials Science

, A



MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS VOLUME 166

Neutron Scattering For Materials Science

Symposium held November 27-30, 1989, Boston,
Massachusetts, U.S.A.

EDITORS:

S.M. Shapiro
Brookhaven National Laboratory, Upton, New York, U.S.A.

S.C. Moss
University of Houston, Houston, Texas, U.S.A.

J.D. Jorgensen
Argonne National Laboratory, Argonne, Illinois, U.S.A.

Sponsors
Argonne National Laboratory

Army Research Office
: rookhaven National Laboratory
Los Alamos National Laboratory

"VrNatiMnl Institute for Standards and Technology
" bak Ridge National Laboratory

.ATERIALS RESEARCH SOCIETY
Pittsburgh, Pennsylvania

Ji



This work was supported in part by the U.S. Army Research Office under Grant

Number DAAL03-90-G-0014. The views, opinions, andlor findings contained in this

report are those of the authors and should -not be construed as an official Department of

the Army position, policy, or decision unless so designated by other documentation.

Single article reprints from this publication are available through University Microfilms

Inc., 300 North Zeeb Road, Ann Arbor, Michigan 48106

CODEN: MRSPDH

Copyright 1990 by Materials Research Society.
All rights reserved.

This book has been registered with Copyright Clearance Center, Inc. For further
information, please contact the Copyright Clearance Center, Salem, Massachusetts.

Published by:

Materials Research Society Ac"eskin For
9800 McKnight Road
Pittsburgh, Pennsylvania 15237 PTS CRA&
Telephone (412) 367-3003 DIX TAB 0
Fax (412) 367-4373 Unfanrnucd

Library of Congress Cataloging in Publication Data u ia- - -

Avewabt Ccdes2.; ,i -- -- L i

Printed in the United States of America Aval a ; o .

AVAILABLE FOR $47.00 frm Materials
Research Society, 9800 McKnight Road
Suite 327, Pittsburgh, PA 15237
TELWMX)N 8/28/90 VG



i3

Contents

PREFACE xi

MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS xiii

PART I: INTRODUCTION TO NEUTRON SCATTERING

*NEUTRONS: THE KINDER, GENTLER PROBE OF CONDENSED MATTER 3
John D. Axe

*NEUTRON SCATTERING METHODS FOR MATERIAL SCIENCE 15
Roger Pynn

*THE ADVANCED NEUTRON SOURCE 27
John B. Hayter

PART II: EXPERIMENTAL TECHNIQUES

*NEUTRON POWDER DIFFRACTION% A POWERFUL MATERIALS
RESEARCH TECHNIQUE 41

W.I.F. David

THE APPLICATION OF NEUTRON TOPOGRAPHY TO THE STUDY
OF X-RAY SENSITIVE ORGANIC CRYSTALS - K POSSIBLE
ALTERNATIVE TO X-RAY TOPOGRAPHY 55

M. Dudley

MULTIPLE SMALL ANGLE NEUTRON SCATTERING CHARACTERIZA-
TION OF THE DENSIFICATION OF ALUMINA 61

S. Krueger, G.G. Long, and R.A. Page

THERMAL DIFFUSE SCATTERING IN NEUTRON TIME-OF-FLIGHT
POWDER PATTERNS 67

Michael J. Radler

REAL SPACE METHOD OF POWDER DIFFRACTION FOR NON-PERIODIC
AND NEARLY PERIODIC MATERIALS 75

T. Egami, B.H. Toby, W. Dmowski, Chr. Janot, and
J.D. Jorgensen

NEUTRON RIETVELD ANALYSIS OF ANION AND CATION DISORDER
IN THE FAST-ION CONDUCTRING PYROCHLORE SYSTEM
Y2 (ZrxTil-x) 207 81

Sossina M. Haile, B.J. Wuensch, and E. Prince

A SMALL ANGLE NEUTRON SCATTERING INVESTIGATION OF
COMPACTED NANOPHASE TiO2 AND Pd 87

J.E. Epperson, R.W. Siegel, J.W. White, J.A. Eastman,
Y.X. Liao, and A. Narayanasamy

*Invited Paper



PART III: SURFACES, FILMS AND INTERFACES

*SURFACE INVESTIGATION BY NEUTRON REFLECTION 95
B. Farnoux

INTERDIFFUSION OF CADMIUM ARACHIDATE IN LANGMUIR-
BLODGETT FILMS 103

Pieter Stroeve, John F. Rabolt, Russ 0. Hilleke,
Gian P. Felcher, and Sow-Hein Chen

A NEUTRON REFLECTIVITY STUDY OF THE INTERFACIAL
MAGNETISM OF AN Y/Gd FILM 1u9

J.F. Ankner, H. Zabel, D.A. Neumann, C.F. Majkrzak,
A. Matheny, J.A. Dura, and C.P. Flynn

NEUTRON DIFFRACTION STUDIES OF CdlMnxSe EPILAYERS
AND ZnSe/MnSe MULTILAYERS 115

T.M. Giebultowicz, P. Klosowski, J.J. Rhyne,
N. Samarth, H. Luo, and J.K. Furdyna

LOCAL ENVIRONMENTAL EFFECTS IN MAGNETIC ALLOYS AND
MULTILAYERS: CALCULATIONS OF THE STATIC RESPONSE
FUNCTIONS 121

D.D. Johnson, J.B. Staunton, B.L. Gydrffy,
F.J. Pinski, and G.M. Stocks

DETERMINATION OF HYDROGEN (DEUTERIUM) DENSITY
PROFILES IN THIN METAL FILMS AND MULTILAYERS BY
NEUTRON REFLECTION 127

C.F. Majkrzak, S. Satija, D.A. Neumann, J.J. Rush,
D. Lashmore, C. Johnson, J. Bradshaw, L. Passell.
and R. DiNardo

MAGNETOELASTICITY IN RARE-EARTH MULTILAYERS AND FILMS 133
R.N. Erwin, J.J. Rhyne, J. Borchers, M.B. Salamon,
R. Du, and C.P. Flynn

THE MORPHOLOGY OF SYMMETRIC DIBLOCK COPOLYMERS AS
REVEALED BY NEUTRON REFLECTIVITY 139

S.K. Satija, C.F. Majkrzak, S.H. Anastasiadis
and T.P. Russell

TEMPERATURE DEPENDENCE OF THE MORPHOLOGY OF THIN DIBLOCK
COPOLYMER FIL4S AS REVEALED BY NEUTRON REFLECTIVITY 145

T.P. Russell, S.H. Anastasiadis, S.K. Satija, and
C.F. Majkrzak

THE STUDY OF SURFACES AND INTERFACES ON THE REFLECTOKETER
CRISP AT THE ISIS PULSED NEUTRON SOURCE 151

J. Penf old

PART IV: PHASE TRANSFORMATIONS AND HIGH Tc

*PHONONS AT MARTENSITIC PHASE TRANSITIONS OF bcc-Ti,
bcc-Zr, AND bcc-Hf 161

W. Petry, A. Heiming, and J. Trampenau

*Invited Paper

Vi



POLARIZATION RELAXATION IN KDP-ISOMORPH FERROELECTRICS 175
Vicki Homer and Ronald Edge

STRUCTURE OF ErBa 2 Cu 3 0 x IN THE COMPOSITION RANGE 6.1 ( x
< 7.0 181

E. P~rschke, P. Meuffels, and B. Rupp

NEUTRON POWDER DIFFRACTION STUDY OF THE STRUCTURES OF
Lal.gCal.1Cu206 AND Lal.gSrl.1Cu206+6 187

A. Santoro, F. Beech, and R.J. Cava

NEUTRON DEPOLARIZATION BY FLUX LATTICES IN HIGH-T
MATERIALS c 193

S.J. Pickart, A.C. Nunes, M.L. Crow, Bo Fu,
T.R. McGuire, S. Shinde, and S.A. Shivashankar

USE OF NEUTRON DIFFRACTION IN DETERMINING STRAINS IN
HIGH-TEMPERATURE SUPERCONDUCTING COMPOSITES 195

D.S. Ku-.Pperman, J.P. Singh, S. Majumdar, R.L.
Hitterman, and J. Faber Jr.

HIGH RESOLUTION NEUTRON POWDER DIFFRACTION STUDIES OF
THE FERROELASTIC PHASE TRANSITION IN LaNbO4  203

W.I.F. David

PART V: ALLOYS

*NEUTRON SCATTERING FROM LATTICE DEFECTS 211
Jc'Ann Peisl, Helmut Dosch, and Stefan Kirchner

SHORT-RANGE ORDER IN a-BRASS 219
L. Reinhard, B. Schoenfeld, G. Kostorz, and
W. Buehrer

A FIRST-PRINCIPLES STUDY OF SHORT RANGE ORDER IN Cu-Zn 225
M. Sluiter, P.E.A. Turchi, D.D. Johnson,
F.J. Pinski, D.M. Nicholson, and G.M. Stocks

ORDERING MECHANISM IN Ni-Cr ALLOYS: THEORY AND EXPERI-
MENT 231

P.E.A. Turchi, F.J. Pinski, R.H. Howell, A.L.
Wachs, M.J. Fluss, D.D. Johnson, G.M. Stocks, D.M.
Nicholson, and W. Schweika

PHONON DISPERSION AND KOHN ANOMALIES IN THE ALLOY
Cu 0 .8 4 A10.16 237

Henry Chou, S.M. Shapiro, S.C. Moss, and Mark
Mostoller

PHASE DIAGRAMS AND DIFFUSE NEUTRON SCATTERING 243
Rene Caudron, Maurice Sarfati, Alphonse Fine1,
and Francine Solal

DIFFUSE NEUTRON SCATTERING STUDY OF SHORT-RANGE ORDER
IN Fe 0 .8Al0.2 ALLOY 249

Werner Schweika

*Invited Paper

vN

|- __-_



LATTICE MISFIT AND DECOMPOSITION IN Ni-Al-Mo ALLOYS 255
Hector Calderon and Gernot Kostorz

INFLUENCE OF INTERSTITIAL OXYGEN ON THE LATTICE PARAM-
ETERS OF SOLUTION-TREATED AND AGED Ti-8.6 wt% Al ALLOYS 261

G.T. Gray III and A.C. Lawson

IN-BEAM SMALL-ANGLE SCATTERING STUDIES OF PHASE
SEPARATION IN Ni-Ti SINGLE CRYSTALS 267

Alberto Cerri, Bernd Schoenfeld, Gernot Kostorz,
and Albert F. Wright

SANS MEASUREMENT OF DEUTERIUM-DISLOCATION CORRELATION
IN PALLADIUM 273

Brent J. Heuser, G.C. Summerfield, J.S. King, and
J.E. Epperson

PART VI: RESIDUAL STRESS AND ANALYTICAL TECHNIQUES

*RESIDUAL STRESS ANALYSIS WITH NEUTRONS 281
Aaron D. Krawitz

RESIDUAL STRESS MEASUREMENTS BY MEANS OF NEUTRON
DIFFRACTION 293

H.J. Prask and C.S. Choi

RESIDUAL STRESS ANALYSIS BY NEUTRON TIME-OF-FLIGHT AT A
REACTOR SOURCE 299

H.G. Priesmeyer and J. Schr6der

NON-DESTRUCTIVE MEASUREMENT OF RESIDUAL STRESSES IN
U-0.8 wt% Ti BY NEUTRON DIFFRACTION 305

A. Salinas-Rodriguez, J.H. Root, T.M. Holden,
S.R. MacEwen, and G.M. Ludtka

NEUTRON MEASUREMENT OF RESIDUAL STRESSES IN A USED RAIL-
WAY RAIL 311

P.J. Webster, K.S. Low, G. Mills, and G.A. Webster

NEUTRON DIFFRACTION MEASUREMENT OF THE STRESS FIELD
DURING FATIGUE CYCLING OF A CRACKED TEST SPECIMEN 317

M.T. Hutchings, C.A. Hippsley, and V. Rainey

*THE MEASUREMENT OF BORON AT SILICON WAFER SURFACES BY
NEUTRON DEPTH PROFILING 323

R.G. Downing, J.P. Lavine, T.Z. Hossain, J.B.
Russell, and G.P. Zenner

NEUTRON DEPTH PROFILES OF BORON IMPLANTED SEMICONDUCTORS 331
Robert C. Bowman, Jr., John F. Knudsen, and R.
Gregory Downing

TOF MEASUREMENTS OF PULSED NEUTRONS FOR TEXTURE ANALYSIS
OF LOW SYMMETRY MATERIALS 337

Allen C. Larson, Phillip J. Vergamini, and
Hans-Rudolf Wenk

*Invited Paper

viii

r _j



PART VII: DISORDERED SYSTEMS

*STRUCTURE AND DYNAMICS OF GLASSES AND LIQUIDS 345
David L. Price

DYNAMICS OF WEAKLY CONNECTED SOLIDS: SINTERING OF POLY-
MERIC AEROGELS 355

D.W. Schaefer, D. Richter, B. Farago, C.J. Brinker,
C.S. Ashley, B.J. Olivier, and P. Seeger

VIBRATIONAL SPECTRA FOR HYDROGENATED AMORPHOUS SEMI-
CONDUCTORS 361

W.A. Kamitakahara, R. Biswas, A.M. Bouchard,
F. Gompf, and J.B. Suck

INELASTIC NEUTRON SCATTERING STUDIES OF NONLINEAR OPTICAL
MATERIALS: p-NITRONANILINE ADSORBED IN ALPO-5 367

Jacqueline M. Nicol, Terrence J. Udovic, J.J. Rush,
Sherman D. Cox, and Galen D. Stucky

DIFFUSE NEUTRON SCATTERING FROM EXCESS OXYGEN IN U0 2 .1 3  373
J.P. Goff, M.T. Hutchings, K. Brown, W. Hayes, and
H. Godfrin

COMPARISON OF NEUTRON ELASTIC AND INELASTIC SCATTERING
FROM FUSED QUARTZ, CAB-O-SIL AND AEROGEL 379

John H. Root, William J.L. Buyers, John H. Page,
Dale W. Schaefer, and C.J. Brinker

THERMAL EXPANSION OF GRAPHITE AND HNO3 -GRAPHITE INTER-
CALATION COMPOUNDS, A NEUTRON DIFFRACTION STUDY 385

Haim Pinto, Mordechai Melamud, and Hagai Shaked

CHARACTERIZATION OF SOL-CLAY COMPOSITES BY SMALL-ANGLE
NEUTRON SCATTERING 391

Ahmad Moini, Thomas J. Pinnavaia, and
P. Thiyagarajan

NEUTRON SCATTERING STUDY OF LAYERED SILICATES PILLARED
WITH ALKYLAMMONIUM IONS 397

D.A. Neumann, J.M. Nicol, J.J. Rush, N. Wada,
Y.B. Fan, H. Kim, S.A. Solin, T.J. Pinnavaia, and
S.F. Trevino

OBSERVATION OF MICELLAR FORMATION IN THE CAVITY OF
POROUS SILICA GLASS 403

K.F. Bradley, S-H. Chen, and P. Thiyagarajan

ANALYSIS OF SANS FROM CONTROLLED PORE GLASSES 409
N.F. Berk, C.J. Glinka, W. Haller, and L.C. Sander

CHARACTERIZATION OF CHEMICALLY MODIFIED PORE SURFACES
BY SMALL ANGLE NEUTRON SCATTERING 415

F C.J. Glinka, L.C. Sander, S.A. Wise, and N.F. Berk

SMALL ANGLE NEUTRON SCATTERING AND SMALL ANGLE X-RAY
SCATTERING FROM BULK MICROPOROUS SILICA 421

G.G. Long, S. Krueger, D.R. Black, J.P. Cline,
P.R. Jemian, and R.A. Gerhardt

*Invited Paper

ix



SMALL ANGLE NEUTRON SCATTERING STUDY OF CRITICAL BINARY
FLUIDS IN POROUS GLASSES 427

S.B. Dierker and P. Wiltzius

SMALL ANGLE NEUTRON SCATTERING STUDY OF SOL-GEL GLASSES 433
P. Wiltzius and S.B. Dierker

NEUTRON IRRADIATED URANIUM SILICIDES STUDIED BY NEUTRON
DIFFRACTION AND RIETVELD ANALYSIS 437

R.C. Birtcher, M.H. Mueller, J.W. Richardson, Jr.,
and J. Faber, Jr.

GAS DENSITY IN HELIUM BUBBLES IN NICKEL AND IRON DETER-
MINED BY SMALL ANGLE NEUTRON SCATTERING 443

D. Schwahn

A SANS STUDY OF CAPILLARY CONDENSATION IN POROUS MEDIA 449
M.Y. Lin. S.K. Sinha, J.S. Huang, B. Abeles,
J.W. Johnson, J.M. Drake, and C.J. Glinka

PART VIII: POLYMERS

*DYNAMICS OF STAR-BRANCHED POLYMERS IN SOLUTION 457
J.S. Huang, L.J. Fetters, D. Richter, B. Farago,
and B. Ewen

MICROSTRUCTURE AND ISOTOPIC LABELING EFFECTS ON THE
MISCIBILITY OF POLYBUTADIENE BLENDS STUDIED BY THE SMALL-
ANGLE NEUTRON SCATTERING TECHNIQUE 469

Charles C. Han, Hirokazu Hasegawa, Takeji Hashimoto,
I. Glen Hargis, and S.L. Aggarwal

CHARACTERIZATION OF MOLECULAR NETWORK OF THERMOSETS
USING NEUTRON SCATTERING 475

Wen-Li Wu

SHEAR INDUCED PHASE BEHAVIOR OF POLYMER BLENDS BY SMALL
ANGLE NEUTRON SCATTERING 479

Alan I. Nakatani, Hongdoo Kim, and Charles C. Han

SURFACE ENRICHMENT AND EVAPORATION IN A POLYMER MIXURE
OF LONG AND SHORT CHAINS 485

Russell J. Cceposto, Richard S. Stein, Gian P.
Felcher, Abdelkader Mansour, and Alamgir Karim

AUTHOR INDEX 491

SUBJECT INDEX 495

FORMULA AND COMPOUND INDEX 499

MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS 501

*Invited Paper

x



Preface

This proceedings volume contains the refereed invited and
contributed papers from the symposium "Neutron Scattering for
Materials Science" held November 27-30, 1989 at the MRS Fall
Meeting in Boston.

Neutron Scattering is by now a well-established technique
which has been used by condensed matter scientists to probe both
the structure and the dynamical interactions in solids and
liquids. The use of neutron scattering methods in materials
science research has in turn increased dramatically in recent
years. The symposium was assembled to bring together scientists
with a wide range of interest, including high-T superconducting
materials, phase transformations, neutron Aepth profiling,
structure and dynamics of glasses and liquids, surfaces and
interfaces, porous media, intercalation compounds and lower
dimensional systems, structure and dynamics of polymers, residual
stress analysis, ordering and phase separation in alloys, and
magnetism in alloys and multilayers. The symposium included
invited talks covering the latest advances in broad areas of
interest such as Rietveld structure refinement, triple axis
spectrometry, quasielastic scattering and diffusion, small angle
scattering and surface scattering. Contributed papers reporting
recent research results were often grouped in several subfields
covered by invited, tutorial lectures.

We were extremely pleased by the response to this symposium.
Approximately 80 papers were presented, and the attendance was
excellent leading us to believe that the application of neutron
methods to materials research may well be at a watershed stage.

We wish to thank the Materials Research Society for support-
ing our proposal to sponsor such a symposium and to the MRS staff
for their extraordinary help in the organization of this sym-
posium. We thank the many scientists who contributed by discuss-
ing the basic concepts of neutron scattering and presenting their
latest research results. We also give thanks to Argonne National
Laboratory, Army Research Office, Brookhaven National Laboratory,
Los Alamos National Laboratory, National Institute for Standards
and Technology, and the Oak Ridge National Laboratory without
whose generous support this symposium could not have been held.
Finally, we wish to thank Ms. Eileen Morello whose help was
indispensable in preparing this book.

January 1990 Stephen M. Shapiro
Simon C. Moss
James D. Jorgensen
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NEUTRONS: THE KINDER, GENTLER PROBE OF CONDENSED MATTER

JOHN D. AXE
Brookhaven National Laboratory, Upton NY 11973

ABSTRACT

Neutrons play an increasingly important role in the characterization of advanced
modem materials. They provide information that complements rather than competes
with that provided by other scattering probes. Although neutrons require heroic efforts
to produce, the techniques for using them are not particularly difficult, and with the
advent of sufficient user friendly facilities, are becoming a routine tool in the arsenal of
expanding numbers of materials scientists.

INTRODUCTION

Perhaps our growing understanding of elementary particles will someday allow
us to design probes of condensed matter in much the same way as we manipulate the
properties of molecules or genes today. But even with such unlimited possibilities it is
hard to imagine improving much upon the particle that James Chadwick discovered in
1932.

Unlike beams of electromagnetic radiation, electrons or other charged particles
which are used as probes and which interact primarily through the long-range Coulomb
fields, neutrons interact primarily by way of nuclear forces. Although these forces are
strong they are sufficiently short-ranged to allow neutrons to penetrate deeply (several
centimeters) into most materials, whereas electrons or x-rays of comparable wavelength
are confined to the surface. As a consequence neutrons easily probe materials in the
bulk, even perhaps in a complex high pressure or low temperature environment.
(Neutron scattering measurements have studied the spontaneous nuclear magnetization
in silver at temperatures as low as 2x10-9K [11.) The nuclear forces vary from isotope to
isotope (even for the same element) in an erratic way, a fact that has been used to
advantage in structural investigations of materials containing light atoms, and has been
rendered more powerful by ingenious isotopic labeling schemes in the study of
polymers, molecular assemblies such as micelles, and biological systems.

Thermal neutrons, which are readily produced in the core of a reactor or through
moderation of spallation neutrons in a pulsed proton accelerator have a wavelength
distribution peaked around 1.6A, and are well suited for studying variations in atomic
structure on a microscopic scale. Yet, thermal neutrons, which by definition have no
more energy than a room temperature air molecule, cannot disrupt even the most
delicate of materials under study. This is a direct consequence of the relatively heavy
mass of the neutron. (By contrast, x-rays or electrons with wavelengths around IA have
energies around 12 keV and 3.3 eV, respectively.) An even more fundamental
consequence of neutron mass is that thermal neutrons have energies comparable to the
thermally induced fluctuations in solids (about 1/40 eV), making them uniquely well
suited to the study of the thermally important dynamics of materials by inelastic
scattering. In addition, the magnetic moment of the neutron provides it with a unique
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capability of examining the magnetic properties of materials, crystal field levels, and

particularly the dynamics of such systems.

INSTRUMENTATION AND SOURCES

Perhaps less well known than these special properties of neutrons is the quiet
progress that has been made in the energy range available for neutron studies, which
has expanded greatly due to new developments in sources and instrumentation in the
last one and a half decades. Figure I shows the energy-momentum region available to
the modern practitioner of neutron scattering. With current techniques one can study
excitation energies varying over some seven orders of magnitude, and excitation
wavelengths varying over six orders of magnitude.

Studies that involve large energy or momentum transfer naturally require
epithermal neutrons. Pulsed spalation neutron sources have greatly expanded our
capabilities in this area. To see why this is so, note that the very short pulses (sub-
microsecond duration) of 500-1000 Mev protons supplied by the accelerator produce
equally short bursts of fast neutrons. The energy of these neutrons must be slowed by
collisions in a surrounding moderator. These moderators must achieve a compromise
between slowing power and burst width of the slowed neutrons, which varies between
1 to 50 microsecond duration. As a result, the spectral characteristics of neutrons from
pulsed sources differ from those of reactor neutrons, in that there is a much larger
component of higher-energy neutrons (energies above 100 meV). The exploitation of
this new energy regime is one of the great opportunities presented by spallation
sources.

A more fundamental difference between reactor and pulsed neutron sources is
that all experiments at pulsed sources involve time-of-flight techniques to analyze the
scattering events. Since the neutron bursts are spaced 20 to 100 milliseconds apart, the
duty cycle is low. Furthermore, the peak intensity of the neutron bursts from existing
spallation sources do not greatly exceed the steady state value from the highest flux
research reactors. Fortunately, for many types of experiments the time structure of the
bursts can be used in a very efficient way to more than overcome the disparity. A
comparison of a typical diffraction experiment with steady state and and pulsed
neutron sources is outlined in Figure 2. On the left, a monochromator crystal selects a
narrow band of neutron energies from the thermal distribution of a reactor. This
monochromatic beam falls on a sample, which scatters the beam from one diffracting
plane into the detector. The detector signal is constant in time. On the right, the pulsed
source allows a wide spectrum of neutron energies to fall on the sample in sharp pulses.
Neutrons of many energies are then simultaneously scattered by different diffracting
planes and their times of arrival are analyzed to determine the nature of the scattering.
Thus the time-of-flight method uses a much larger interval of the energy spectrum than
does the steady state method (center panel of Figure 2).

Table I shows a comparison of the major U.S. research reactor facilities in the U.S.
Also shown is the major European neutron scattering center at Institute Laue-Langevin
in Grenoble, France. Note that the characteristics of the ILL source are very similar to
those of the HFBR and HFIR, but that there are many more instruments. This is the
result of the extensive use of neutron guides, which totally reflect long wavelength
neutrons, leading them to guide halls physically removed from the crowded central
reactor floor. In such a low background environment there is ample room for
additional instruments. Table H shows a similar comparison of the U.S. pulsed neutron
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their arrival time at detector. Thus pulsed source makes efficient use
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scattering facilities with the major new U.K. facility, SNS, at Rutherford-Appleton
Laboratory. The peak thermal flux depends upon neutron energy and details of the
moderator design, but the stated numbers for a "standard" room temperature
moderator are included for comparison with reactor sources. Average spallation
neutron fluxes are down from the peak fluxes by a duty factor of about 103. Roger Pynn
surveys neutron instrumentation at reactor and pulsed sources in the following
contribution to this Symposium.

The European experience has proven beyond doubt the desirability and cost
effectiveness of neutron guide halls. A new guide hall is in advanced construction at
the NIST reactor, and plans exist for a similar extension of the capabilities of the HFBR.
But the most ambitious and exciting U.S. plans are for an Advanced Neutron Source,
which is presently in conceptual design. If funded, this facility will surpass the flux
performance of existing reactors, make extensive use of hot and cold sources, and be the
major focus of U.S. neutron scattering activities for the next century. A description of
plans for ANS is given by John Hayter in this Symposium.

Table 1. Research Reactors for Thermal Neutron Sca t n.

Thermal Av. Thermal
Power Flux No. of
MW (1O4 n/mn2 ec) Instruments comments

High Flux Isotope Reactor 100 15 9 Trinsplutonium
Oak Ridge, TN Production

High Flux Beam Reactor 60 12 14 Cold Source
Brookhaven, NY

NMST Research Reactor 20 2 11 Cold Source,
Gaithersburg, MD Guide Hall

Missouri Univ. Reactor 10 1 7 Inadiation Facilities
Columbia, MO

Institute Laue-Langevin 60 12 -40 Cold & Hot Sources,
Crenoble, France Guide Hall

Advanced Neutron Source 350 80-90 -40 Cold & Hot Sources
Oak Ridge, TN Guide Hall

Table I. Spllation Sources r Thermal Neutron Stne.

Av. Fast Neutron Pulse Frequency Peak FlIu No. of
Production (HZ) (1014n/cm2sec) Insrmments Comments
(10's n/a)

LANSCE; 6 12 14 9 Cold Source
Los Alamos, NM Guide Hall

IPNS 4 30 9 9 Enrched U-target
Argonne, IL Cold Source

SNS, Rutherford 16 50 14 14 Depleted U-target
U.K. Cold Source

POWDER DIFFRACTION

The use of neutron powder diffraction for both basic and applied research has
increased dramatically in recent years. At facilities which provide dedicated powder
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diffraction capabilities to users, the requests for instrument time consistently exceed
availability. This increased interest in powder diffraction is largely the result of
improved data analyses that collectively are known as profile refinement methods [2].
These techniques attempt to redress the main inherent difficulty of powder methods,
namely that in even moderately simple crystal structures different Bragg reflections
become increasingly crowded together as the scattering angle, 2S, increases. It is
impractical to crcumvent this by arbitrarily increasing the resolution of the instrument
in order to cleanly separate the peaks. However, having characterized the resolution of
the instrument, it is possible with modern computers to calculate the intensity profiles
of partially overlapping patterns by least-square refinements of the individual peak
positions and intensities. At the current high flux sources, a resolution of ad/d=3x10 "4

can be achieved 131.
The method offers the natural advantages of constant scattering factor (no form

factor), high penetration power and freedom from texture and preferred orientation
which are often associated with small x-ray samples. The additional beauty of the
technique is that it can be more or less routinely and reliably applied to the refinement
of crystal structures with of the order of 50 positional parameters. This includes many
materials in such technologically important areas as superconductivity, catalysis,
magnetism, and fast-ion conductivity. Zeolites, for example, have considerable
commercial importance as ion-exchangers, molecular sieves and heterogeneous
catalysts for hydrocarbons reactions. Figure 3 shows the result of a recent
determination of the localization of benzene in sodium Y zeolite, in which a powder
refinement was first obtained for the base zeolite, and the position of the absorbed
benzene deduced by difference Fourier techniques [4).

NEUTRONS, MAGNETISM AND SUPERCONDUCTIVITY

Neutron diffraction has played an important role in the structural
characterization of the new copper oxide high temperature superconductors. The
discovery of YBa2Cu3O7, for example, was quickly followed by several x-ray
determinations of the cation positions. However, because of twinning problems and
the relatively weak oxygen scattering, x-rays were unable to establish the oxygen
stoichiometry and location with much certainty. This knowledge, which is vital to a
proper understanding of these materials because oxygen vacancies rovide the
necessary electronic doping, came only as a result of neutron powder diffraction studies
I5].

An atom with a magnetic moment has, in addition to a nuclear scattering
amplitude, a magnetic scattering amplitude,

p = jr 0Sf = 0.54Sf x 10-12cm

where y is the nuclear gyromagnetic ratio, ro the classical radius of the electron, S the
spin quantum number of the atom and f the form factor of the magnetic electrons. In
general, the magnitude of p is comparable with nuclear scattering lengths. The phase of
the magnetic amplitude depends upon the relative orientations of the moments of the
electrons and neutrons, and causes polarization of the scattered neutron beam, an effect
which can be additionally employed to distinguish nuclear and magnetic scattering.



Consequently, magnetic neutron scattering provides a unique tool for the study
of the spatial magnetic order ferro- and anti-ferromagnetc, spin glass, etc.). Once
again, high temperature superconductors provide important, topical examples.
Antiferagne sm has been detected by powder neutron diffraction in the Insulating
prototypes of most CuO-based superconductors, in spite of the small (0.5 Bohr
mageton) moment [61. Figure 4 shows an example of the magnetic phase diagram of
YBa2Cu3Oxx deduced by neutron scattering studies (7). As examples of quasi-two
dimensional spin 1/2 antiferromagns, these systems have considerable intrinsic
interest. However, even more interesting from the standpoint of superconductivity is
the observation that although the magnetic long-range order disappears quiddy with
metallic doping, careful magnetic diffuse scattering measurements show that
substantial magnetic short-range order persists evert into the superconducting phase.
Such behavior is contradictory to that of conventional superconductors, and is thought
by many to provide an essential due to the mechanism of high temperature
superconductivity, which is still not understood. Neutron scattering techniques have
also made important contributions to the study of magnetic penetration effects,
including magnetic flux lattices.

METALLURGY AND CERAMICS

The traditional, but no less essential, uses for neutrons in these fields are
concerned with structure, stoichiometry and order on the atomic scale, and the changes
in these properties that occur at phase transformations. Many of these questions are
answered by standard elastic diffraction techniques, although the understanding of
disorder and the mechanism of phase changes often ceter on elastic or inelastic diffuse
scattering measurements. Increasingly, however, materials scientists are finding that
the great penetration depth and non-destructive nature of neutrons are also making
them indispensable in characterizing real materials on a more macroscopic scale using
small-angle scattering techniques.

Grain boundary cavitation, whereby small voids develop and accumulate at
grain boundaries of materials ubjected to deformation at elevated temperature, is an
important and poorly understood damage mechanism in real high temperature
materials. The type of information needed to understand this phenomenon includes the
number densities of the voids and their size distributions as functions of time,
temperature and deformation parameters. A large number of voids should be sampled,
even though the void volume fraction is low. Void volume fractions of less than 10-6
can be measured. A wide range of void sizes (a few nanometers to nearly a micrometer)
can be detected and analyzed, maldng possible comparisons with various theories of
cavitation nucleation and growth. Of course, similar techniques are also routinely used
to study a variety of other precipitation phenomena.

Another use of neutron scattering in the study of real materials is the
measureaent of bulk residual stress. Other methods commonly employed (e.g., strain
gage measurements of trepanned samples, ultrasonics) are either destructive or are
strongly affected by texture in the sample. Yet the ability to reliably measure the
distribution of internal stress fields in fabrications and weldments, as well as in
composite materials such as cermets, is vital to the safe and effective design of parts
using such materials. The principle of the neutron scattering technique is identical to
that using x-rays, in which the local internal lattice stress in a material is determined
from the measured elastic lattice strain it produces. The magnitude of the strain is

___
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Figure 3. Fourier difference map showing the location of absorbed benzene
molecule in sodium Y zeolite derived from powder profile refinement
(After Fitch, et al., Ref. 4.)
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Figure 4. Phase diagram for YB2CU3O6+x showing the antiferromagnetic phase
boundary as determined by neutron diffraction on powder samples.
Superconductivity onsets abruptly after the disappearance of
antiferromagnetic long range order.
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deduced from the lattice plane spacing using Bragg law, and the direction of the strain
is that of the scattering vector. The strains are small, typically ad/d-l0-3 to 10-4, so that
extremely good instrumental resolution is required. The volume of the sampled
material is defined by the overlap of the paths of the incident and diffracted beams,
which are in turn determined by neutron absorbing apertures. The best spatial
resslution occurs when the beam is diffracted at right angles. Figure 5 shows some
sample data, taken after the release of the applied stress, on a mild steel bar subjected to
plastic strain [8). The bending causes strains which exceed the elastic limit in the outer
(tensile) and inner (compressive) regions of the bar. But on release of the applied
bending moment, the elastic strains in the previously plastically deformed extreme
outer and inner regions of the bar reverse and, at equilibrium, oppose the strains in the
central regions of the bar.

POLYMERS, MACROMOLECULES AND BIOLOGY

This is the realm of large, noncrystalline molecular assemblies, and it is often
impractical to attempt detailed structure determination at the atomic level. Fortunately,
lower resolution small angle scattering studies are both useful and feasible. (It is
customary to describe the measured scattering in terms of a function S(Q), which is the
Fourier transform of the real-space correlation function, G(r). Thus small momentum-
transfer, Q, implies large, coarse-grained real-space resolution. In terms of the
scattering kinematics Q=(4x/x)/sin(e/2), where 9 is the the scattering angle.
Consequently, small Q is achieved by some appropriate combination of small scattering
angle and long de Broglie wavelength, k for the probe.) The choice of neutrons rather
than x-rays for this purpose has largely to do with the unique neutron scattering
properties of the isotopes of hydrogen.

Table Il compares the scattering lengths of most of the atoms of any significance
in macromolecular assemblies. The scattering lengths for x-rays are proportional to
atomic number, making the heavy elements far more conspicuous than hydrogen. In
the case of neutrons, not only are all scattering lengths of the same magnitude, but the
H scattering length is negative. This signifies that in a certain sense H acts like a
negative hole with respect to other atoms, including D. Since most of the atoms of a
typical macromolecule are hydrogen, very large changes in the scattering properties can
be effected by selective deuteration techniques.

The ramifications of selective deuteration are so numerous that only a few
examples suggesting the power of the coupling of this technique with SANS will be
mentioned (10]. It can be used to study the configuration of a single polymer molecule
both in dilute solutions or bulk. Such studies show how the "size" (radius of gyration)
and thus the conformation of a polymer molecule varies with changes in molecular
weight and intermolecular interactions. Many macromolecules (e.g. block copolymers,
micelles, most biological objects) are composites of different chemical species with
different average neutron scattering power. Low resolution information on the spatial
disposition of the components can be easily obtained by the "contrast variation"
method, in which mixtures of hydrogenated and deuterated solvent are used to match
the scattering density of the solvent to one of the components. The neutrons only "see"
the unmatched components of the original object. Of course, in favorable cases the
experiment can be repeated by matching the solvent to each of the components
.4parately. The method is particularly powerful in differentiating, for example, the
protein coat of a virus from its DNA interior.

I
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bar after relaxation of the applied bending stress. (After Allen, et al.,
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Table Ill. Scattering Lenlhs for Neutrons and x-ravs of Elements of Importance
for acmolecules

Neutrons x-rays
(b x 1012 cm) (b x 1012cm)*

H -0.374 0.28
D +0.667 0.28
C +0.665 1.69
N +0.94 1.97
0 +0.58 2.25
P +0.51 4.23
S 0.28 4.50

*x-ray scattering lengths are given for a scattering angle of zero

NEUTRON REFLECTOMETRY

As with any other wave-like disturbance, a neutron beam on traversing an
interface between two transparent materials with differing index of refraction (which is
in turn determined by the scattering density) is partially reflected. The way that the
reflected intensity falls off with angle of incidence is determined by the apparent
sharpness of the interface. The interface may become unsharp either through true
diffusion of material across the boundary or through local roughness which produces a
similar average blurring of the interface. Scattering from multiple nearby interfaces
interfere, and the contrast of the resulting interference pattern once again provides
information on the sharpness of the interface. Since neutron scattering cross sections
are typically very weak (in comparison, for example, to visible light) appreciable
reflected intensity is restricted to glancing angles (5 degrees or less). Over the last few
years, several specialized instruments have been constructed for studying neutron
reflectometry.

Once again, neutrons offer special advantages over x-rays in the study of
polymer interfaces because of the possibilities of deuteration as discussed above.
Interdiffusion of entangled polymer molecules across a boundary have been studied by
this method with resolution of about 10A, better by an order of magnitude than is
possible with competing techniques (IR and forward recoil spectroscopy and secondary
ion mass spectrometry). These studies have helped both to confirm and refine current
models of polymer diffusion. The neutron index of refraction is also sensitive to
magnetic fields, and this has been used to measure the magnetic penetration depth in
superconductors.

NUCLEAR TRANSMUTATION AND ACTIVATION

Although they do so with a lower probability, neutrons are absorbed as well as
scattered by matter. No discussion of the role of neutrons as a probe in the material
sciences would be complete without mention of processes which depend uponi ,
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absorption rather than scattering [101. Silicon doping by transmutation furnishes one
example. Every year more than 50 metric tons of silicon for the electronics industry are
processed in research reactors around the world. In the processing some of the Si,
which is 3% naturally abundant, is transmuted to stable p31. The uniformity of
distribution of the phosporus, which vastly exceeds anything achievable by other
means, translates into superior performance characteristics for devices as diverse as
high power rectifiers and infrared detectors. Also, because the doping level can be very
precisely controlled by adjusting the neutron flux, neutron transmutation doping is now
widely used to compensate for inevitable trace boron to produce what is in effect
ultrapure silicon starting material.

As the name implies, in neutron activation analysis samples placed in a neutron
flux are temporarily rendered slightly radioactive by neutron capture. The nature of the
radioactive decay can provide a unique signature of the elemental composition of the
sample. The sensitivity varies from element to element, but exceeds one part in 1012 in
favorable cases. As an example of the scope of this technique, a geochemical survey of a
number of western states was carried out in which to the sedimentary distributions of
over 30 strategically important elements were logged in this manner. Only the broad
applicability and specificity of neutron activation analysis made such a large scale
program feasible.

Such exquisite sensitivity has found other unique applications in many fields
where the non-destructive nature of the testing is often of paramount importance. In
archeology, trace element neutron activation analysis has helped to sort ancient pottery
by the composition of its day. It has been used to detect art forgeries, is routinely used
in forensics to establish the identity of hair and fiber samples, and is the basis of a
luggage scanning system with sufficient sensitivity to detect small but lethal quantities
of plastic explosives.
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NEUTRON SCATTERING METHODS
FOR MATERIALS SCIENCE

ROGER PYNN, Manuel Lujan, Jr. Neutron Scattering Center, Los Alamos National
Laboratory, Los Alamos, NM 87545

ABSTRACT

This article describes some of the neutron scattering techniques which can be used to

probe structures of materials on length scales which range from less than 1 A to I pm. The

intent is to remove the veils of secrecy and mystery which have apparently prevented the

wide application of these techniques to problems in materials science.

As a probe of materials, neutron scattering suffers from a number of important

limitations: it is expensive, non-portable, and signal-limited. Quite clearly, the method

should not be used unless it provides information which cannot be obtained by other means.

Fortunately the technique offers some unique advantages. It is non-destructive, able to give

structural information about bulk samples which cannot be penetrated by x-rays or electrons,

and well-matched to the length scales which are important in the study of materials.

Although all neutron scattering experiments are conceptually similar, the inherently

low flux available from neutron sources means that neutron spectrometers have to be

carefully optimised for particular purposes. The same instrument cannot be used to measure

residual strain, polymer conformations and surface roughness, for example. For this reason, a

veritable zoo of distinctly different neutron spectrometers has been developed since the

technique was first used forty years ago. Rather than try to describe each species in the zoo, I

shall restrict this article to a consideration of those spectrometers which are most useful for

materials science, defined in its narrowest sense. For this reason, I shall not describe

spectrometers which measure neutron inelastic scattering, even though this is an area in

which neutrons have made seminal contributions to solid-state physics. Readers interested in

a perspective which is broader than that provided here should consult earlier review papers

[1,21 and books [3,4].

The Princinles of Neutron Scattering

Conceptually, neutron elastic scattering is a simple technique: a well-collimated beam

of neutrons of a known wavelength, ), is allowed to impinge on a specimen and the scattered

neutrons are detected as a function of the angle, 20, through which their trajectory has been

deviated. With this arrangement, structure on a length scale of about ,/sinO is probed. This

is demonstrated in Figure 1 (5]. In practice, X may vary between a fraction of an Angstrom

Mat. Res. soc. syrup. Proc. vol. 166. 019M Umetals Research Society
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• 20 = 3 '

Probe Wave

Figure 1. The probe-wave view of neutron scatteng. The ingoing MAd outgoing neutron waves. each of

wavelength L. s up a probe wave of wavengh .. Te prob wavelength decreass with

increasing caesing angle, 20, nd decreasing )meumte. The neutron wavelength and the snuerng angle we

chosen so tht obe' is roughly equal to the length scale to be probe&

and about 20 A, while 0 is between 0.50 and 900. Structures of materials may thus be

examined routinely by neutron scattering on length scales which vary between 0.1 A and

1000 A. This range extends all the way from interatomic to microstructural distances.

The neutrons used in scattering experiments are obtained either from nuclear reactors

or from so-called spallation sources where neutrons ae produced by bombarding a heavy

metal target with energetic protons [3]. The techniques used for neutron scattering

experiments at these two sources differ because the neutron spectra differ radically (Figure

2). At a reactor, neutrons are produced continuously with a Maxwellian wavelength

spectum. At a spallation source, on the other hand, neutrons are produced in short

(< 100 itSec) bursts, twenty to fifty times per second, with a spectrum which extends to

shorter wavelengths than the reactor Maxwellian. At a reactor it is necessary to select a small

band of wavelengths from the neutron spectrum in order to define the wavelength of the

neutrons which impinge upon the sample. Such monochromatisation may be avoided at

spallation sources by measuring the time at which each scattered neutron is detected. Since

the time at which every neutron pulse starts from its source is known, the velocity of a

detected neutron may be calculated from a knowledge of its time-of-flight and the distance

between source and detector. The neutron velocity is directly related to its wavelength by the

relation A = h/mv, where h is Planck's constant, v the neutron velocity and m its mass.

Neutrons are used more efficiently at spallation sources than at reactors. However,

the two types of source are either equivalent or complementary from the experimenter's point

of view. Usually, similar data may be obtained at either source, although there are a few

cases in which one or the other is superior.
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Small angle neutron scattering (or SANS) is by fa the most popular neutron
scattering technique in the materials community. With this methd, structures on length
scales between 10 A and 1000 A in materials as diverse as polymers, ceramics, metals and
composites have been studied [4,6] with a distance resolution of about 10%. For such
experiments, a position-sensitive neutron detector covering an area of about I mn2 is placed
directly behind the sample at a distance between 4 mn and 40 on (Figure 3). The spatial
resolution of the detecto is usually between 3 mm and 10 nu.
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The first SANS spectrometers were built 20 years ago in Germany and France. They

proved so popular, however, that they were cloned at most neutron scattering centers,

including those in the United States. In contrast to reactors, where experiments at several

sample-detector separations are required to access a wide range of length scales, spallation

sources provide SANS specrometers which can probe structures between 10 A and 1000 A
simultaneously. On the other hand, the better reactor spectrometers are able to measure

structures larger than 1000 A: at the Institute Laue-Langevin in Grenoble, France, length

scales of 10,000 A or 1 pm can be accessed, for example. Thus the choice of instrument

depends on the problem. For studies of composite materials, for example, where one is

interested in both the surface structure (length scale -10 A) and the conformation (length

scale -1000 A) of a filler [71, a SANS instrument at a spallation source is probably mostI
suitable. For studies of large objects, such as heavy polymers, reactor instruments may be

preferable.

Most samples of interest to materials scientists scatter neutrons strongly at small

angles. For typical experiments with such materials only about 100 m 3 of sample is
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needed, generally in the form of a sheet approximately I nun thick. Liquid samples, such as

colloids, microemulsions or polymers in solution can be contained in standard quartz cells

which scatter weakly and add very little background. Measurements of strong scatterers take

an hour or less at most national user facilities. To simplify studies of multiple samples, many

SANS instruments am equipped with automatic sample changers which can be loaded with a

dozen or mote samples and whose operation is controlled by the same computer that handles

data acquisition. Sample changers generally operate at room temperature and pressure, but

facilities are often available which allow variable temperature and the application of modest

magnetic fields for single samples. Pressure cells suitable for SANS and capable of a few

tenths of a GP& and sheer cells which achieve 15000 sec-1 are available at some facilities but

are not yet common.

Although not necessary for many materials science applications, spectrometers which

can accommodate weak scattrers have been constructed at the National Institute for

Standards and Technology (NIST) at Gaithersberg and, more recently, at the Manuel Lujan
Jr. Neutron Scattering Center (LANSCE) at Los Alamos. These instruments use converging

collimators composed of successively smaller "pepper-pot lids" (Figure 3). Each aligned

series of holes in the collimator plates transmits neutrons which illuminate a small area
(usually about 100 mm 2) of the sample. The overall effect is to place several SANS
instruments with pin-hole collimators beside one another, with each "instrument" looking at

a different small area of a large (1000 rmn 2) sample. With this arrangement, weak scatterers
can usually be measured.

The computers which control the acquisition and reduction of SANS data arm

becoming increasingly sophisticated. Most simple analyses, such as radial avenging of the
data to obtain the structure factor, S(QJ, as a function of wavevector transfer, Q, can be

performed during the experiment, almost as soon as the data have been collected. Guinier
plots, absolute normalisation, measurement of fractal dimension and even fitting to simple

models such as scattering from monodisperse spherical particles can usually be accomplished

during a typical one- or two-day experiment. More sophisticated analyses, such as the use of
Maximum Entropy methods to determine particle-size distributions [8], are available at some

Centers.

Neutron powder diffraction provides a method for determining the atomic structures
of polycrystalline materials. The essential difference between powder diffractometers and

*SANS Spectrometers is that the neutron detectors on the powder machines are placed closer

to the sample and cover a larger range of scattering angles. The range of scattering angles
allows typical interatomic distances between 0.3 A and 10 A to be probed. Although powder

dfractmeters at reacws and spallation sources differ in appearance, there is very little

difference in the potential performance of spectrometers at the two sources. Powder pattern%
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from either type of instrumiet may be analysed by the Rietveld technique [9], in which all of

the Bragg reflections in die pattern are fit simultaneously to determine the atomic coordinates

of the sample.
A very successful recent addition to techniques for the determination of atomic

structures has been the use of simultaneous refinement of x-ray and neutron diffraction

data [101. Since the scateing powers of atoms for x-rays and neutrons do not vary in the

same manner across the periodic table, two independent diffraction patterns are obtained
when measurements ae made with both types of radiation. Simultaneous refinement tends to
avoid the false minima sometimes encountered when neutron or x-ray data alone are fitted
and the results are usually more accurate than can be obtained with either technique on its
own. Sophisticated software is required to accomplish refinement of multiple data sets, but is

now available [111. The joint-refinement technique may be extended by making

measurements close to x-ray adsorption edges at synchrotron radiation facilities. Since x-ray
scattering cross sections change considerably close to such edges, additional linearly
independent data sets can be obtained for Rietveld refinement Furthermore, site-specific
valence of the atoms in a material can be deduced because the x-ray scattering depends on
valence close to atomic adsorption edges. Measurements of this sort have been made

successfully with 1-2-3 superconductors both above an below their transition
temperatures [10]. Neutron diffraction measurements are an essential component for joint
refinements because they define the thermal vibration parameters, which are strongly coupled
to site occupancies in the refinement.

For most neutron powder diffraction experiments, about 5 cm3 of sample is adequate,
although specialised spectrometers are available, albeit with lower resolution, for the
investigation of milligram specimens [12]. Most neutron scattering facilities provide variable
temperature capabilities on their powder diffractometers. High pressure (up to 0.3 GPa),
uniaxial stress and magnetic fields are also frequently available.

Powder diffractometers can be used to measure residual strain in engineering
components made from metals, ceramics and composites [13]. Homogeneous strain gives
rise to a shift in diffraction peaks corresponding to changes in the crystal lattice parameters.

Fine slits are placed before and after the sample to define the volume within which neutron
diffraction occurs and the lattice parameter is measured. This guage volume is usually a few

u on a side but may be as small as I mm3. By moving the sample on an x-y translation
stage between measurements, the gage volume may be moved through the specimen and the
residual strain mapped out. Measurement of residual strain places stringent requirements on
the ability ofa powder diffractometer to determine accurate values for the interatomic

spacing corresponding to a particular Brng peak. Most diffractometers can measure
intervaosic sacng with an accuracy of 0.01% (did), but a value two or three times smaller
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than this is probably required for measurements of small strains, for example in ceramics.

Such high resolution is achieved only by a few instruments.

Even though they are not generally able to accommodate specimens as large as their

reactor counterpart, powder diffractometers at spallation sources offer a number of

advantages for measmnunt of residual strain. The natural scanning variable is neutron

wavelength rather than wscrizg angle, so the guage volume remains constant during each

measurement. Purthemm strains can be measured simultaneously in two mutually

prpendicular directions when detectors at +9(y and -900 scattering ane an used. Finally,

diffwon from several lattice planes is recorded during each measurement, providing

information on strain anisotropy and texture. For measurements of strain close to surfaces,

for example in shot-peened samples or bearings, the ability to measure several sets of parallel

lattice planes simultaneously is probably crucial (141 because it allows the zero of the

scattering angle to be defined even when the guage volume is not entirely within the
spcn.

Measurement of texture in bulk samples have been made using powder

diffractometers at many different facilites in Europe and the U.S. [15]. Diffraction patterns

ae recorded for several orientations of the sample and the intensities of a particular Brag

peak awe used to produce a pole figure for that peak. The pole figure for a set of lattice planes
is a stereographic representation of the orientation density of the normals to these planes.
From a measment of several pole figures, the full orientation distribution function of the

specimen may be deduced by using the Maximum Entropy method [8] or one of its
derivatives [161. While powder diffatometers ae generally suitable for measurement of

texture in lap (several tens of cm3) samples, texture of small samples (typically 10 mm3 )
may be obtained using single crystal difIfactometers [17].

A technique for measuring the spatial distribution of strains perpendicular to a thin,

plase-like sample has been proposed recently by Priesmeyer [18]. The method makes use of

a white, pulsed beam of neutrons and is therefoe ideally suited to spallation sources. The

wavelength (or um of flight) spectrum of neuvrns transmitted by a polycrystalline specimen
has a sawsooth structure in which each sharp break corresponds to a Bragg edge, that is to

neutrons Bragg dffacted out of the transmitted beam (Figure 4). These edges ame well

defined (191 and their postons can be used so calculate th lattice spacing of atomic planes

which an perpendicular Io the neaua beam. If a positon-sensitive neutron detector is used

to reor the wanined spectrumn, a map of the lattice paametr and hence of the strain,

may be obtained over an aem of several hundred square millimeters with a resolution of a
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milimeter or so. The measured strain is an average value along die trajectory of the neutron

beam so the most useful results are obtained when the strain does not vary significantly in

this direction.
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Very recently, Priesmeyer et al. [20] have shown that the transmission spectrum

described above may be measured with acceptable statistical accuracy during a single pulse

of neutrons from a high intensity pulsed spallation source. This development opens up the

possibility of making time-dependent measurements of the distribution of lattice parameters
within a sample because a snapshot of the strain can taken every tenth second or so.
Ultimately, it may be possible to probe high strain-rate processes with this method.

Investiao of Surfaces and Interfaces

One of the ad-antages of neutrons in the study of materials is that they penetrate bulk
samples easily because they are only weakly scattered by matter. For this reason, neutron
scattering is a signal-linited technique which one would not expect to be applicable to

studies of interfaces. After all, there are many fewer atoms close to the interface than in the
bulk of a sample and if the bulk scatters weakly, interfacial scattering ought to be negligible.
This is true in most cases. However, at sufficiently small angles of incidence, neutrons are
strongly reflected from almost all materials provided the interface from which they are
scattered is flat and smooth. This fact allows neutrons to be used to probe the structures of

materials within a I pin or so of their interfaces with a spatial resolution of a few Angstroms.

~. J .. .......
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To do this, he specular reflectivity, R(Qz), of the surface is measured as a function of the
neutron wavevector transfer, Qz. perpendicular to the surface (Qz - 4xsinO/ where is angle

between the neutron beam and the interface). In the simplest approximation. R(Qz) is related
directly to die density gradient of a material evaluated perpendicular to its interface [21].

Reflecltens am area relatively new addition to neutron scattering facilities. The first
such apparatus was built at the Intense Pulsed Neutron Source at Argonne National
Laborary less than a decade ago to study vertical surfaces [22]. Subsequently, several
similar spectromess have been constructed at other spallation sources and at reactors to
examine horizontal surfaces. Such a geometry allows liquid surfaces, Langmuir films and
surfactant layers at lquid-air or liquid-liquid interfaces to be examined. Neutron
reflectoneters are to be preferred to their x-ray counterparts for studies of hydrogenous
materials, such as polymer films or surfactants, and for investigations of magnetic materials.
Just as in the case of powder diffraction, it is an advantage to have both x-ray and neutron
reflection data for the same surface, because this tends to prevent artifacts in the density
profile deduced from the measuretnea.

To obtain accurate data, the incident neutron beam of a reflatorneter must be well
collimated. At pulsed sources, the angle between the incdent beam and the surface to be
studied is fixed at a value between 10 and 2 and the scan ofQ is accomplished by recording
the time-of-flight of specularly reflected neutrons. Angular collimation, which is the
principal contribution to resolution, may be adjusted and is generally chosen to be less than
10* (FWHM) of the angle of incidence. At a reactor, the incident beam is monochromated
as well as collimated and the scan of Qz involves changing the angle at which neutrons
impinge on the surfaoe under investigation. For this reason, the illuminated surface
(generally several tens of cm2) changes during a scan and the data must be corrected
appropriately. At a pulsed source, data for all Qz are accumulated simultaneously, whereas,
at a reactor, the Qz scan is accomplished point by point On the other hand, it is probably
possible to make measurements close to the critical angle more accurately at a reactor source.
In either implementation the factor which limits the performance of reflectometers is
background. This determines the lowest value of reflectivity which can be measured (Figure
5) and, hence, the quality of the information which can be derived from the data. The best
reflectorneters at reactors or spallation sources are currently able to measure reliably
reflectivities down to about 10-6. Measurement of a complete reflection profile for a 50 cm 2

sample usually takes less than a day.

A
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In addition to specular scattering, surfaces which awe not perfectly smooth reflect

neutrons at angles which differ from the angle of incidence. Such diffuse ,."attering may be

used to measure the height-height correlation function of an interface. Although such

measturets are not yet routine, they offer promise for the study of surface roughness on
length scales between 1 A and 5o A [26].

If the neutron bam of a reflectoneter can be spin polarised and if suitable spin

flippers am available, contributions to the reflectivity caused by variations of magnetisation

close to a surface may be separated from those due to variations in atomic density [221.
Polarised neutron reflectometry has been successfully used to probe magnetic recording

materials and to deternine the magnetic penetration depth of superconductos [231.

Cold neutron radiography has been used widely to examine items as diverse as

ancient Egyptian urns, operating helicopter engines, and the wings of fighter aircraft.

Neutrons are able to penetrate substantial thicknesse of material and, if the absorption

contMs is good, Provide Accurate images. The examples quoted above all take advantage of

the fact that neutons am strongly scattered by hydrogen and that materials containing this

element can be radiographed through metallic or ceramic containers. Since the quality of

thermal neutron radiography depends only on the total number of neutrons incident on the



2-

sample, and since monochromatisation is not required, reactor neutron sources are the most

appropriate for this technique.
A lesser known type of radiography makes use of the fact that most elements with

atomic numbers above 25 have resonances at well defined energies in their neutron scaterng
cross sections [241. At these resonances, neutrons are strongly adsorbed, so that when a
radiograph is recorded as a function of neutron energy, components of the sample which
contain different elements may be imaged. Resonances usually occur at energies of between
I eV and 100 eV and have widths which are on the order of 100 meV. The high energy of
most resonances coupled with the fact that time-of-flight analysis provides a natural method
for obtaining energy-dependent neutron radiographs, implies that resonance radiography can
only be carried out easily at spallation neutron sources. The method has applications in a
variety of areas within the nuclear industry. If required, tomography could probably be
developed with a spatial resolution less than 1 mm. Since the resonances in neutron cross
sections broaden with temperature, it is possible to use resonance radiography for non-
invasive measurements of temperature 1251. It is quite conceivable, for example, that the
temperature of turbine blades in an operating jet engine could be measured by this means.

N~eutron Adsorpion Technique

Two neutron adsorption techniques have been used at reactors, in particular at the
National Institute for Standards and Technology (NIST), for materials testing. Neutron depth
profiling allows the concentration profiles of elements such as helium, lithium and boron to
be determined in the first few microns below the surface of a sample. The method relies on
the detection of prompt energetic charged particles which are produced when neutrons are
adsorbed by these atoms [271. In neutron activation analysis, the energy and intensity of
prompt gamma rays which result from neutron-capture are used to determine the abundance
of particular elements [281. Both of these techniques will be enhanced by the cold neutron

facilities which are currently being installed at NIST.

Neutron scatterin is a technique with a wide variety of applications in materials
*research. With the growth of national user facilities for neutron scattering in the United

States the method has become widely available. The only limit on its application is the
imagination of materials scientists.

i
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THE ADVANCED NEUTRON SOURCE

JOHN B. HAYTER
Solid State Division, Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge,

Tennesee 37831-6393.

ABSTRACT

The Advanced Neutron Source (ANS) is a new user experimental facility planned

to be operational at Oak Ridge in the late 1990's. The centerpiece of the AINS
will be a steady-state research reactor of unprecedented thermal neutron flux
(#d, a 9-1019 m4.'s1) accompanied by extensive and comprehensive equipment and
facilities for neutron-based research.

INTRODUCTION

Neutron scattering was pioneered by C. G. Shull and . 0. Wollan at the X-10
(natural uranium) graphite reactor at Oak Ridge National Laboratory about half
a century ago. The flux available, although low (I. 1016 m-2-s-1), was sufficient
to show the importance of neutron scattering as a fundamental technique in
materials science, and the many papers offered at this Symposium indicate the
continued health of the field. Many reactors of increasingly higher flux were
designed and built iL the 1950's and 1960's, culminating with the high flux
reactors at Brookhaven National Laboratory (HFBR) and at Oak Ridge National
Laboratory (HFIR) in the United States, and at the Institut Laue-Langevin in France;
all of these reactors offer fluxes of order 1.5-1019 mn2 s4 . However, while new
research reactors have either come on-line (or are about to come on-line) since
that time in Western Europe, Japan and Russia, it is now about 25 years since
the last research reactor was constructed in the United States. In the late
1970's, it was clear that the lead in the field of neutron scattering had passed decisively
to Western Europe, and the Department of Energy set up panels under the chairmanship
of W. F. Brinkman to review the situation in 1960 and 1982. The National Research
Council also became concerned, and after reviewing the needs of neutron scattering per se [1],
undertook a thorough review of neutron scattering facilities in the context of all major
national facilities for materials research [2].

The major facilities review concluded that a new, steady-state high-flux neutron
facility was a high priority requirement for the United States, and recommended that
design begin immediately. Among the factors contributing to this recommendation was
the age of existing reactors, the evident European leadership in a field in which
the U.S. had been predominant, and the important (and often unique) future
applications of neutron scattering in many important areas of condensed matter
physics, polymer and colloid science, metals, alloys and ceramics, chemistry,
biology and medicine, and the earth sciences. Detailed needs of the community, and
the means to realize them, were defined in several major workshops [3-51, and the
project has been guided since 1987 by the National Steering Committee for the
Advanced Neutron Source. The fundamental project objective is to design and
construct the world's highest flux research reactor for neutron scattering. The
reactor should also provide isotope production and materials irradiation facilities
which are as good as, or better than, the High Flux Isotope Reactor, since it is
likely that the latter will be shut down once the Advanced Neutron Source (ANS) is
operational.
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The sine qua non of the new facility is a reactor which can provide a flux at least
five times higher than any existing neutron beam reactor, while meeting extremely
stringent safety requirements. To this end, it was decided to base the design on
existing technology (although advantage will be taken of any gains from new research
and development), and to carry out probabilistic risk assessment simultaneously with
design; the latter is a first for such a project, and reflects the fact that safety
considerations are of primordial concern. A major achievement of the project to date
has been the completion of preconceptual nuclear and thermal hydraulic design work
on the reactor, showing that the objectives can be met with a safe design. The key
feature has been to choose a coaxial, split-core in which the two halves are axially
separated and separately cooled (see Figs. 1 and 2). The reactor volume of 67.4 L
contains 18 kg of 2nSU (93% enriched) in the form of involute plates of U3Si 2 in
an Al matrix. The unperturbed peak thermal flux generated in the reflector is of
order 9.1019 m-2*s- 1 at a power of 350 MW. The reactor core is cooled by a heavy
water primary coolant loop, with coolant upflow. The choice of upflow provides a
very desirable added safety feature, since it ensures an immediate transition to
natural convection cooling (without any time delay for flow reversal) in the
unlikely event of rupture of the primary circuit at a point which forestalls
compensation by the independent backup circuit. (It should be noted that the
normally low probability of major pipe rupture is being further reduced by designing
for leak-before-break, with continuous leak monitoring.) The mammum coolant outlet
temperature is 98"C, so that boiling will not occur on loss of pressure.

The reactor is controlled by four hafnium control rods in the central core channel
Each rod is provided with an independent scram mechanism, and any three of the four
are able to shut down the reactor. A second, independent, shutdown mechanism is
provided by eight shutdown rods placed outside the core. Each rod is again provided
with an independent scram mechanism, and any seven of the rods are sufficient for
total shutdown. Thus, the reactor may be shut down, even if there is total failure
of one complete set of independent scram mechanisms, and partial failure of the other.

There are six major types of experimental facilities in the reactor assembly (Fig. 2).
Materials irradiation (for example, for fusion research) takes place in either
instrumented or uninstrumented capsules placed inside the upper fuel element, while
transuranium elements are produced in targets just outside the lower fuel element.
One of the achievements of the core design is that these facilities, which provide
appropriate fast and epithermal neutron spectra, have minimal effect (<2%) on the
fluxes of the neutron beams which will be the main concern of this Symposium. The
large volume of high thermal flux available in the reflector tank is well suited to
isotope production and analytical chemistry operations. To accomodate these
activitics, various experiment holes and 'rabbit! tubes penetrate the top of the
reflectoi tank Seven vertical and two slant holes will provide a range of thermal
fluxes for isotope production; these holes will be complemented by four hydraulic
rabbit tubes, and three pneumatic rabbit tubes for materials analysis.

Neutron beams are extracted from the reflector by beam tubes which penetrate either
into the peak thermal flux region (about 400 mm from the core centerline), or
terminate at the graphite hot source at the reflector tank walL The hot source is
one of two types of spectral convertor which are placed in the reflector to tailor
beam energies for specific applications; conversion to sub-thermal energies is
accomplished by two liquid-D 2 cold sources. Cold neutrons are transported by
horizontal neutron guides into a neutron guide hall adjacent to the containment
building, or by slint guides to the second-floor beam room.

4 _ __
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NEUTRON SCATTERING FACILIIES

There will be three user halls provided for experimental work at the ANS (Fig. 3).
The G vusd F/oor Bean Room will provide 'conventional' access to thermal and hot
neutrons from the reactor via horizontal beam tubes terminating at the outside of
the biological shielding. Inclined beams and certain other services, such as rabbit
tubes, will terminate on a higher level in the Second Floor Erpe.'ient Room. Very
cold and ultracold neutron research will take place on this level, as well as such
activities as neutron depth profiling and some of the fundamental and nuclear
physics work. The third main experimental area is the Neutron Guide Hail, which will
provide the primary instrumentation for cool and cold neutron research. The layouts
which will be presented below are designed to accommodate today's needs and
priorities [3,41. These are regularly updated via input from the National Steering
Committee, as better estimates become available for the best probable instrument mix
at the turn of the century, but they arc considered sufficiently representative to
act as a basis for major layouts.

Grond Floor Beam Room

The ground floor beam room layout is shown in Fig. 4. This layout currently assumes
that, apart from a single through tube for nuclear physics, all beams will lie in
the same plane; as neutronics calculations evolve, it may become necessary to
stagger the beam heights alternatively above and below this reference plane, to
minimize flux perturbations due to the beam tubes themselves.

Thermal beam scattering instruments for diffraction include 4-circle diffractometers
on a thermal tube (T1) or guide (12). A polarized beam is earmarked for single
crystal diffraction (73), but, in general, it is expected that polarized neutrons
(and polarization analysis) will be routinely available whenever warranted on any
instrument on the ANS. High resolution (T4) and high intensity (TS) powder diffracto-
meters and two diffuse scattering spectrometers (T6W) complement the single crystal
instruments. Inelastic spectrometers are time-of-flight (TS) or 3-axis (Ti1/12).

The hot source provides beams to a high energy transfer 3-axis spectrometer (H3),
a high momentum transfer single crystal diffractometer (HI), and a general purpose
high incident energy diffractometer (H2) for studies of liquids and amorphous materials.

Neutron Guide Hall

The guide hall building (Fig. 5) is a wedge-shaped, single floor structure contiguous
with the reactor containment building and office/ilaboratory comples. Two polar segment
cranes will serve the guides and instruments. The guide shield structure reaches
out to a distance of about 50 m from the reactor axis, and the experiment area
extends a further 60 m. Apart from the two extreme guides, which serve special
positions for nuclear physics (L12) or materials analysis (D16), the guides will
generally be straight, so that cool as well as cold energies will be available. It
will be noted that about one third of the experimental stations are for nuclear or
fundamental physics; only the scattering instruments will be described here.

The most prevalent elastic scattering instruments are the small-angle neutron
scattering cameras ((D3-6,LI,L2,L1), which offer varying degrees of resolution,
and at least one of which will have reflectometer capabilities for surface studie.
Diffuse scattering and high resolution powder diffraction will be available (L,L6),
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together with a general purpose area detector for efficiently scanning large regions
of reciprocal space, for example, to study incommensurable lattice structures. A
specially isolated mounting (to screen thermal and acoustic noise) will be provided for
a neutron interferometer station (L7).

Conventional, variable i,, focussing monochromator cool and cold 3-axis
spectrometers will form the workhorses for inelastic scattering studies in the guide
hall (DII,DI2,LL,LI0), together with multichopper (D1) and time focussing (D9)
time-of-flight spectrometers. Higher resolution inelastic studies will use backscattering
(L4,D10) or neutron spin-echo (D2) as appropriate.

Second Floor Eaeriment Room

The main purpose of the second floor of the containment building is to provide
experimental areas for users of the inclined beams and guides (Figs. 6 and 7). The
prototypical layout shown in Fig. 7 demonstrates several key features, of which the
most notable is the division of the area into two zones, one secure, the other
general access. This is a particular example of the general site philosophy adopted
for the ANS plant: separation of reactor operations from experimental areas, so that
users may have straightforward access to their experiments and related areas (such
as chemical laboratories), without requiring access to high security zones. One
important role played by the second floor beam room will thus be to accommodate
those experiments which have more commonly been situated in the reactor operations
areas of other reactors (such as the ultracold neutron facility at ILL, Grenoble).

Current plans call for each cold source to be fitted with an inclined, curved guide
(Fig. 6) for very cold neutrons (VCN). It is likely that one of these will be used
directly while the other will be used as a feed for an ultracold (UCN) source (Fig. 7).
A cold slant guide will provide a station for neutron depth profiling (NDP), which is a
sensitive means of measuring concentration is depth profiles by using reactions such
as 1WB(n,a)7Li and detecting the resulting charged particles, whose range is a strong
function of the distance they must travel in the surface being probed. NDP, which is
quantitative and non-destructive, is applicable to a variety of technologies, such
as microelectronics, optical signal processing, ultra-light alloys, and surface-
modified materials.

A novel possibility for the ANS is to provide isotope separation on-line (ISOL). In
this technique, a fission-fragment mass separator is used as the front end of an ion-
implantation accelerator, providing a number of unique ions for studies of electron
emission, channelling, and hyperfine interactions associated with ion-implanted
radioactive atoms. Since charged beams are involved, they may be transported to ancillary
equipment situated at some distance from the reactor.

PROJECT SCHEDULE AND COST

Preconceptual desgn of the ANS started in 1987, and the project is currently
about halfway through the conceptual design phase, which will be finished at the end of
1990. Conceptual design embraces, apart from the key engineering elements, the
choice of a site which meets all environmental criteria, and the considerable plant
and equipment associated with the research activities planned at the ANS, for
example, offices, shops and laboratories, library and conference rooms, etc. Once
this has been completed and reviewed, the next stage is preliminary engineering
design. (Specific aspects of the project are reviewed at about monthly intervals,
with a major Department of Energy review at least annually.) To date, the project

_______:
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has been funded by operating funds, but detailed design for a project of this magnitude
is sufficiently expensive that a 3-year line item request will be made to Congress
for dexi8n-on6y funding, starting in 1991. The line item design cost is currently
estimated at $82.2M (1989 values).

Assuming the design is validated, the next step is to request construction funding,
which is currently scheduled for 1994. Ie construction line item cost is presently
estimated at about $400M, so that the project cost is about $MO0M (at 1989 prices),
spread over 9 years. If the schedule is maintained, this will lead to reactor operation
in late 1998, and will take the U.S. materials science community into the next
millenium with the world's best facility of this type.

Oak Ridge National Laboratory is operated by Martin Marietta Energy Systems, Inc.,
for the U.S. Department of Energy, under Contract No. DE-AC05-84OR21400.
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NEUTRON POWDER DIFFRACTION: A POWERFUL MATERIALS RESEARCH
TECHNIQUE

W I F DAVID, Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OXI 1 OQX, UK

ABSTRACT

Neutron powder diffraction is a powerful technique that provides a detailed
description of moderately complex crystal structures. This is nowhere more apparent

than in the area of high temperature superconductors where neutron powder diffraction
has provided precise structural and magnetic information, not only under ambient

conditions but also at high and low temperatures and high pressures. Outside
superconductor research, the variety of materials studied by neutron powder diffraction
is equally impressive including zeolites, fast ionic conductors, permanent magnets and
materials undergoing phase transitions. Recent advances that include high resolution
studies and real-time crystallography will be presented. Future possibilities of neutron
powder diffraction will be discussed.

INTRODUCTION

Neutron powder diffraction has come to the forefront of materials research over the
past three years as a result of the successful application of the technique to the area of
high temperature superconductivity. The accurate structure determination of the 90K
superconductor, YBa2Cu3O7, using neutron powder diffraction by several laboratories
almost simultaneously [1-5] highlighted to the scientific community the power and the
usefulness of the technique. Of course, practitioners of neutron powder diffraction have
always been aware of the power of the technique since the important advance In data
analysis by Retveld [6-7] 1. Rletveld realised that the point-by-point fitting of a powder
diffraction profile yields the maximum information content; crystallographic information
may still be usefully extracted from weak and overlapping reflections. The advent In the
past decade of high resolution and high intensity neutron powder diffractometers has
permitted moderately complex materials such as zeoites not only to be refined to high
precision but also to be determined from first principles with no prior knowledge.
Indeed, structures obtained from high resolution neutron powder diffraction can now
rival single crystal data in terms of precision and accuracy. This article does not Intend
to review comprehensively the area of neutron powder diffraction. For a recent review
see [8J. Instead, selected highlights are given with the intention of indicating the scope

and posiblities of a powerful materials science technique.
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INSTRUMENTATION

The modem generation of neutron powder diffraction Instrumentation falls into two
distinct groups with distinctly different attributes. These are constant wavelength
machines at nuclear reactors and time-of-flight diffractometers at pulsed spallation
neutron sources.

Neutron diffraction experiments, whether at a reactor or on a spallation neutron
source, are governed by Bragg's law,

A = 2dsin0

Reactor-based instruments resemble traditional diffractometers with a monochromator
crystal to select a particular wavelength. Different d-spacings are measured by
scanning as a function of scattering angle, i.e.

xo = 2 dhkj sin 0h,1 (monochromatic)

At spa/lation neutron sources, because the neutron beam is produced in a pulsed
manner, neutrons with different wavelengths may be discriminated by their time of arrival
at the detector and thus different d-spacings may be measured at a fixed scattering
angle, i.e.

kl = 2 dhk sin e0  (polychromatic)

The linear relationship between the wavelength of a neutron and its time-of-flight may
be obtained from de Broglie's hypothesis relating to momentum, p = rnnv, to
wavelength:

p = mnv = mn(L/t) - h/.

where L is the total combined flight path from moderator to sample (primary flight path,
LI) and sample to detector (secondary flight path, L2). t is the time-of-flight of the
neutron over this distance. Thus

t= (mr/h)L)4 1 - 2(mn/h)LdhSln0

__________________________
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In convenient units these equations become

thki(liS) = 252.77843(20) L(m.) x,,k(A) = 505.55685(40) L(m.) cot(A) sin0

Given that there is a finite time width to the initial neutron pulse at a spallation neutron
source, neutrons of a particular wavelength will propagate non-dispersively (because
wavelength and hence velocity are constant) with a pulse structure that is independent
of flight path. The principal consequence of thisflight-path independent pulse structure
is that resolution improves with increased flight path. For a given flight path, the ad/d

resolution of a time-of-flight diffractometer is almost constant. This is particularly useful
in the study of phase transitions where peak splittings occur with equal magnitude in all
orders of reflection. By contrast, on constant wavelength machines high resolution may

only be obtained around the monochromator take-off angle. However, this apparent

disadvantage is offset in the area of structure refinement by the fact that the resolution
characteristics of constant-wavelength diffractometers are well matched to the density
of Bragg peaks.

THE HIGH TEMPERATURE SUPERCONDUCTOR YBa2CU3OT7 -,

Neutron powder diffraction has enjoyed an increased interest since the discovery

of high temperature superconductivity and it is therefore appropriate in choosing an
example to discuss structural studies of the system, Y~a2Cu 307_x (0 < X < 1), by
neutron powder diffraction.

The general features of the system, YBa2 Cu307_x (0 < X < 1), are well-known. One

end member, YBa2CU3O 7T, (x < 0.1), is an orthorhombic 92K superconductor while
the other, YBa2Cu 30 6, is a tetragonal antiferromagnetic insulator. A continuous range

of compositions is possible between these two limits. The superconducting transition
temperature falls rapidly as x approaches 0.5; the antiferromagnetic Nbel temperature

mirrors this effect. Somewhere near x - 0.5 the orthorhombic superconducting
structure transforms continuously into the tetragonal insulating structure. The effect of

oxygen partial pressure in the sintering of YBa2 Cu3 07_x at high temperatures is crucial.
A high oxygen pressure results in a high temperature superconductor; work in vacuo

leads to the antiferromagnetic insulator, YBa2Cu 3O6.

Although many groups have qualitatively confirmed the above properties using

structural techniques, only one group has succeeded in establishing the
thermodynamically stable phase diagram as a function of temperature and oxygen
partial pressure [9]. Their work, part of which is summarised below, is testimony to the

precision and accuracy of careful neutron powder diffraction measurements.X
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Figure 1. The crystal structure of Y~a2Cu3O7-x. The hollow circles are oxygen atoms;
the dotted circle represents the oxygen vacancy site at (1/2 0 0).
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Figure 2. Site occupancies of oxygen atoms in YBa2Cu 3O7,- verses oxygen partial
pressure at 490C (IOJ
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Samples of YBa2Cu3O7.. were studied in-situ by neutron powder diffraction at

490"C and 440 C as a function of oxygen partial pressure on the Special Environment
Powder Diffractometer, SEPD, at IPNS, Argonne National Laboratory. These were
compared with samples that were quenched from a constant temperature (500"C) at
various oxygen partial pressures [10]. These quenched samples exhibited the

'two-plateau' behaviour in superconducting transition temperature. The
disappearance of superconductivity correlated with the transformation from
orthorhombic to tetragonal structures at x - 0.6. Neutron diffraction measurements
indicated vacancies on the (0,0,z) oxygen site (see Figure 1) bridging the copper plane

and chain sites. This has been corroborated independently by accurate single crystal
X-ray measurements [11] and provides an explanation of why the orthorhombic to
tetragonal transformation occurs at x . 0.6 and not x . 0.5. The occurrence of these
vacancies is explained by Goodenough [12]. The corresponding in-situ experiments

at constant temperatures of 490"C and 440"C showed that the quenched samples

broadly preserve the structural properties corresponding to the temperature and
oxygen partial pressure from which they are quenched. In particular the bridging

oxygen site shows up to a maximum of 0.1 vacancies. This is displayed in Figure 2 along
with the site occupancies of the two oxygen sites at (0 /2 0) and ( /2 0 0). The precision
with which these sites are determined allow the authors to perform statistical mechanical

calculations [13] and to conclude that at the structural phase transition the combined
occupancies of (0 1/2 0) and (1/ 0 0) sites is 1/2 to within experimental error. Further subtle

differences between quenched and in-situ samples are expounded in reference [10].
The confidence with which these statements are made arises directly from the precision
with which structural parameters may be determined by the Rietveld method and from

painstaking care to ensure thermodynamic equilibrium in the in-situ measurements.

PRECISE AND ACCURATE STRUCTURE REFINEMENT

Benzene, C616, is one of the most Important organic molecules, forming the basic

building unit of all aromatic compounds. Because of its central role in organic chemistry,

benzene has been extensively studied by numerous experimental and theoretical
techniques. The simplicity of the chemical formula, C6H6, belies, however, the

complexity of its crystal structure. As a result of a complex packing configuration,

benzene adopts an orthorhombic structure, space group Pbca (Z-2), with a

moderately-sized unit cell (a = 7.3550 A, b - 9.3709 A, c -6.992 A, V = 461.7 A3) (see

figure 3). The successful structure determination by Cox in 1928 [14] located only the
carbon atoms. However, the observed molecular planarity resolved a debate about
whether the molecule was flat or puckered, as favoured by a number of eminent I
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scientists including Bragg. Not surprsingly ts result had a significant impact on the
basic understanding of chemical bonding.

Successive X-ray single crystal Investigations improved the precision and accuracy
of structure determination. The use of neutrons as a structural probe confirmed the
planarity not only of the carbon but also the hydrogen atoms. A recent single crystal
neutron diffraction investigation on deuterated benzene, CGD6 [15] sought to investigate
any deviations from planarity. The molecular symmetry, 1, permits a "chair* but forbids
a 'boat" configuration. Although this study was concerned with subtle structural details
and small departures from planarity, the principal criterion for investigation was the same
as the first crystallographic study in 1928 - namely an improved understanding of the
chemical bond. Indeed, these experimental results have been compared with the latest
theoretical calculations to assess the current status both of experimental technique and
theoretical calculation. One further justification was given by the authors for performing
another single crystal neutron diffraction experiment: benzene 'should be repeatedly
investigated by each scientific method whenever there is a signicnt advance with
respect to the detail or accuracy that the method can offer". HRPD is the most powerful
powder diffractorneter for elucidating the detailed description of crystal structure and is
the only neutron diffractometer that routinely operates with a Ad/d resolution of 5 x 10-4.
It was thus decided that a detailed structural investigation of benzene should be
performed on HRPD. Such an investigation addresses several important questions, the
two most significant being (I) how well do the best powder diffraction experiments
compare with equivalent single crystal studies for moderately complex structures with
unit cells of the order of 500 A3 and (i) can reliable temperature factors be obtained from
time-of-flight powder diffraction experiments? The existence of both high precision
single crystal data and detailed theoretical calculations provide a very rigorous test for
the benzene data collected on HRPD.

Benzene melts at 60C. A powder sample was thus prepared by grinding 5 CM3 of
deuterated benzene in a glove box under a cold nitrogen atmosphere. The sample was
then loaded into a cylindrical vanadium can and rapidly cooled to liquid helium
temperatures (4 K) to avoid problems with preferred orientation. Data were collected
at the high resolution 2 m position (Ad/d - 5 x 10-4) on HRPD over a period of
approximately nine hours (174 pA-hr). The raw data were corrected fur incident flux
(using a vanadium calibration), and cryostat and sample ttenuation. The last correction
was derived from consideration of the transmitted neutron flux and showed significant
structure from multiple-scattering self-attenuation effects. Rietveld refinement was
performed using the powder diffraction package developed at RAL [16] and based upon
the Cambridge Crystallography Subroutine Ubrary. The data ranged in d-spacing from
0.606 A to 1.778 A, consisted of 5382 points and included 1040 reflections. Small

impurity peaks were obtained in the diffraction pattern, caused somewhat remarkably
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by vanadium from the sample can and cryostat tails. At present these have not been
considered in the data analysis. Using a peak shape consisting of a double exponential
decay convoluted with a Voigt function (Itself the convolution of Gaussian and a
Lorentzian function) an excellent least-squares fit to the powder diffraction data was
obtained (figure 4). The refined structural parameters, Including 18 atomic coordinates
and 36 anisotropic temperature factors, are listed in Table I. Table lists bond lengths,
uncorrected for libration, obtained in the present study and from the work of Jeffrey at
al [15]. The agreement is good, with few statistically significant differences, these
probably resulting from systematic errors in the powder diffraction data. Experimental
and theoretically calculated anisotropic temperature factors are presented in Table II.
With the exception of the B22 temperature factors for three carbon atoms, there is a
remarkable agreement between the temperature factors obtained from HRPD and from
the single crystal data. More importantly, the anisotropic temperature factors for the
deuterium atoms calculated using harmonic lattice dynamical calculations [17]
significantly different from those obtained by powder and single crystal diffraction
techniques.

At the present stage of analysis it is clear that the end results obtained from
refinement of HRPD data are only marginally inferior to the best single crystal data. Both
experimental techniques agree closely with each other, and differ from the theoretical
calculations, particularly in the values obtained for the anisotropic temperature factors
for the deuterium atoms. The powder diffraction experiment thus strongly supports the
single crystal study and indicates that further improved theoretical calculations are
required. The quality of powder diffraction results represents present state of the art at
ISIS. Further improvements in normalisation procedure and multiphase analysis are
currently under development and should lead to a precision and accuracy in moderately
complex structure determination that com are very favourably with the best single
crystal results.

TABLE I - Refined Structural Parameters for Benzene from HRPD
space group Pbca
Z-2 molecular symmetry =
a , 7.3551(3) A, b= 9.3712(4) A, c = 6.8994(3) A, V - 461.76A3

x/a y/b z/c Bio (x 10-4 A2)

Cl -0.06120(15) 0.14123(10) -0.00519(20) 68(6)
C2 -0.14023(15) 0.04469(10) 0.12722(15) 68(6)
C3 -0.07770(15) -0.09689(12) 0.13264(20) 77(6)
D1 -0.10653(15) 0.25050(15) -0.01187(25) 202(9)
D2 -0.24006(20) 0.07682(15) 0.22600(20) 202(9)
D3 -0.13821(20) -0.17136(15) 0.23703(20) 203(9)
Rp - 13.2% RP - 15.7% RE - 10.8% X' - 2.1£ 108
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Benzene: Bond-lengUhs (uncorrected for libratlon)
HRPD data (4 K) (present work)

c1-c2 - i.39w0() A ci--Di - 1.em(30) A
c2-c3 - 1.447(30) A C2-D2 - 1.0615(3o) A
Cl-C3 - 1.3948(20) A C3-D3 - 1.036(25) A
mean -1.3978(15) A mean - 1.02(2o) A

Sinle crystal neutron dltractlon (15 K) (after Jeey at al 1987)

C1-C2 = 1.3m9(7) A ci-Di - 1.o'7(9) A
C2-C3 - 1.3970(8) A C2-D2 - 16086(9) .
Cl-C3 - 1.3976(7) A C3-D3 - 1.0643(6) A
mean - 1.3972(5) A mean - 1.064(7) A

TABLE Ii - Benzene at Low Temperatures: Anisotopic Temperature Factors (xl0' A2))

Atom B1  B2 Bso B13 B12

Cl 90 66 89 3 7 0
77 58 77 3 0 7

79(2) 67(2) 88(2) 4(1) 7(2) 6(2)
77(7) 42(8) 87(7) 1(5) 5(5) -3(4)

C2 84 87 82 -2 17 6
71 79 70 -2 17 9

74(2) 81(2) 79(2) 0(2) 17(2) 9(2)
71(7) 58(7) 68(6) 9(4) 26(5) 12(4)

C3 86 79 82 10 11 6
73 72 70 10 11 -5

81(2) 75(2) 82(2) 10(1) 14(2) -3(2)
83(7) 57(7) 92(7) 0(5) 18(5) -1(4)

Dl 216 173 212 11 39 38
222 165 199 11 39 38

224(3) 114(2) 239(3) 12(2) 25(2) 46(2)
218(8) 121(7) 267(9) 19(5) 22(6) 31(5)

D2 184 226 215 5 56 58
170 217 202 5 55 56

183(2) 204(3) 208(3) -8(2) 88(2) 35(2)
170(8) 212(8) 225(9) -2(6) 120(6) 33(5)

D3 228 208 171 60 37 -2
215 19 158 59 36 -1

214(3) 171(2) 199(3) 58(2) 81(2) -18(4)
241(9) 155(8) 214(8) 75(6) 68(7) -20(5)

Key to parameters in above table :
Line I Harmonic lttice-dyamca caculation (15 K)

(Filippini at lI Act& Cryst A4 261-263 (1989))
Lne 2 Harmonic latow-dynamical calculation (OK)
Line 3 Neutron single orystal dIffrection data (15 K) (Jeffrey at al 1967)
Line 4 Nfton powder dif actIon data (4.2 K) (present work)
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FULL AND PARTIAL STRUCTURE DETERMINATION

The single most Important contributionto high resoluton powder diffraction over the
past decade is widely recognised to be the Rletveld method which has, with current
machines, enabled complex structures with up to 100 parameters to be refined.
Structure determination, however, has proved for the most part to be Intractable as a
routine procedure because of Umited resolution and the resultant inability to resolve a
sufficent number of independent intensities to allow analysis by direct methods or
Patterson techniques. The new generation of instruments that possess (Ad/d)
resolutions of better than 0.001, have, in principle, the resolving power to separate a
sufficiently large set of reflections to permit structure determination. The successful
determination of the structure of ferric arsenate, FeAsO 4 [18] indicates that the most
significant contribution of the new high resolution machines may be the routine structure
determination of moderately-complex materials that are unavailable or costly to
produce as single crystals. Maximum entropy [19] and simulated annealing [20)
techniques also facilitate structure determination from powders.

The ab Initio determination of a structure, whether from single crystal or powder
data, can best be understood in terms of five discrete steps:
1. Automatic indexing of the powder diffraction pattern

- determination of the crystal system and cell constants.
2. Identification of possible (perhaps several) space groups from systematic
absences.
3. Evaluation of individual integrated intensities

- where N peaks overlap apportion intensitis as I/N
- assign a small intensity I, for unobserved systematically present intensities where

l, is ~ one-tenth of the smallest observed Intensity of similar d-spacing.
4a. Extraction of structural information, from the Patterson function, consisting of
orientation and/or positioning of fragments and polyhedra, followed by either 4b or 5.
4b. Solution of the phase problem and determintion of an approximate structure by
director methods for possible space groups.
5. Refinement, either from integrated Intensities or by profile analysis, of the
approximate structure to obtain the final answer.

In many crystallographic problems, although a substantial fraction of the structure
is known, the position of a crucial fragment may be undetermilned. A good example of
this, that is particularly applicable to neutron powder diffraction, is the location of
hydrogens in organic materials where only the non-hydrogen atoms (e.g. carbon,
nitrogen and oxygen) have been accurately determined from X-ray structure studies.
Two techniques have proved useful: () difference Fourler, and (U) bond length and
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bond angle slack constraints in conjunction with profile refinement. An elegant example
of the former method is the location of benzene in sodium zeolite-Y [21].

REAL TIME NEUTRON POWDER DIFFRACTION

High intensity neutron powder diffraction at medium resolution has become an
Increasingly powerful tool over the past five years [22). Applications have included
reaction kinetics and theral dlffractomestry (the study of the evolution of a diffraction
pattern as a function of temperature). High temporal resolution is required; counting
times must realistically be less than ten minutes. Such measurements provide direct
information on the progress of a reaction but also may indicate structural
traforms and changes in morphology, Great care must be taken in thernal
diffractometry measurements that thermodynamic equilibrium has bee achieved for
meaningful results to be obtained. A notable example of this work, the study of
YBa2CuO-x as a function of temperature and composition, is described in an earlier
section of this paper. Equilibrium was monitored by repeated measurements of lattice
parameters; at low partial pressures of oxygen equilibrium took as long as 24 hours (c.f.
run times were ca. 30 minutes).

Real ne neutron powder diffraction has been pioneered on the Db diffractometer,
ILL, Grenoble. The following example performed on this machine serves to illustrate the
power of the technique. For a comprehensive survey see references [22].

Dehydratio of WO.3H,a

WO3.1/3HgO is a relatively recently discovered hydrate of tungsten trioxide and has
an orthorhombic structure that Is closely related to a hexagonal tungsten bronze. On
heating, this structure transforms into a new form of tungsten trloxide that at higher
temperatures changes into perovskite-related W0 3. A neutron thermodifiractometric
measurenmen of this sequence of dehydration and reconstructive phase transformation
shows that the Initial dehydration transforrmton reaction occurs In two steps (see
figure 5). Firstly, the dehydration reaction occurs (note in figure 5 the decrease in the
incoherent hydrogen background confirming this) that does not change the ia W03
framework. This is then followed by a reconstructive transformation to the hexagonal
tungsten bronze structure. Of note in the latter transition is the anomalously large widths
of the OkO reflectlons associated with the dehydrated original framework. Inthetungsten
brone phase these peaks can be represented by the sum of two gaussian functs
at the same Bragg angle, but with an intensity ratio of 1:2. The stronger component has

_ _ _ _ _ _ _ _ __ _ _
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a relatively narrow width consistent with the instrumental resolution of DIb; the weaker
contribution is rather broad and corresponds to an average crystal dimension of around
200A along the b-axis of the original structure. This observation provides information
about the reconstructive phase transition mechanism suggesting that it proceeds via a
shear of the WN structure perpendicular to the b axis. Thus, it is possible not only to
detect Interredwiate stages in the course of a reaction, but also to obtain information
about the structural mechanism of transformations.

NEUTRON POWDER DIFFRACTION: FUTURE PROSPECTS

The preceding paragraphs give an indication of the diversity of problems that may
be tackled using neutron powder diffraction and the precision and accuracy with which
sructural and related parameters may be determined. What does the future hold? Will
Stime-d-U§W powder dif ractometers supersede constant wavelength machines? Will
X-ray powder diffraction at synchrotron sources replace neutron diffraction?

.
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Although high resolution neutron powder diffractometers have greatly increased the
scope and possibilities of the technique, the need for yet higher resolution (Ad/d < 3
x 10 4 ) Is debatable. At present, the majority of diffraction patterns that are collected on
machines such as the high resolution powder diffractometer, HRPD, at ISIS are

dominated by sample-dependent effects. However, there is a dear need for high
resolution diffractometers to have higher intensities. High resolution machines are
capable of tading more complex crystal structures. Since the total scatering power
from a sample depends on the number of atoms then the average peak intensity is
inversely proportional to the size of the unit cell. Very precise studies of moderately
complex materials such as benzene (this paper) with unit cell volumes of around 500 As

take around 12 hours. Extrapolating this precision to unit cels of - 3000 AP, a

reasonable limit for the present generation of high resolution neutron powder
diffractometers, necessitates an order of magnitude increase in countrate for
reasonable counting times. Additionally, advances In powder diffraction software will
allow, for example, complex line-shape analysis and the study of incomensurate
structures.

The spectacular success of high intensity, medium resolution powder

diffractometers in the materials science highlights another area of development in
neutron powder diffraction. The ability to collect diffraction data with a Ad/d resolution
better than 3 x 10-3 in typically one minute will make an Important impact in materials
science. Multphase mixtures may be analysed in a quantitative manner. Reaction
kinetics measured in-situ in, for exarnple, a zeolite catalytic rig will signifcantly Increase

our understanding of such processes. Simultaneous structure refinement and
Une-broadening studies will permit not only structural transformations to be studied but
also transformation mechanisms to be understood. The ablity to perform a complete
structural study of small samples in, for example, a high pressure cell at 150 kbar is
currnt under study at ISIS. Finally high Intensity will be Invaluable in the volume
pixel-by-pixel scanning of heterogeneous mateiWs (e.g. a commercial battery under
discharge) or components under residual stress.

The three final examples mentioned in the previous paragraph benefit from

measurement at fixed angle on a time-of-flight diffractometer. This feature, along with

the ablity to probe d-spacings of ca. 0.3A, gives time-of-fight dilfractometers the edge
over their constant wavelength counterparts. However, both types of machine are
valuable instruments for materials science. The accuracy and precision with which

structures can be refined using neutron diffraction is impressive and unlikely to be

supplanted by synchrotron X-ray powder diffraction.
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THE APPLICATION OF NEUTRON TOPOGRAPH. TO THE STUDY
OF X-RAY SENSITIVE ORGANIC CRYSTALS - A POSSIBLE

ALTERNATIVE TO X-RAY TOPOGRAPHY.

M. DUDLEY
Department of Materials Science and Engineering,
State University of New York at Stony Brook,
Stony Brook, New York 11794, U.S.A.

ABSTRACT.

Neutron topography has been carried out on organic single crystals of varying X-
ray sensitivity, in order to test the feasibility of the technique as an alternative to X-ray
topography for the study of the influence of defects on the solid state reactivity of X-ray
sensitive single crystals. Specimens studied include the diacetylene PTS, and Pyrene.
A comparison of the strain sensitivity and spatial resolution of the neutron and X-ray
based techniques is made. Preliminary results of dynamic neutron topographic studies
of the UV induced polymerization in PTS are presented. These results are compared to
those obtained from similar X-ray topographic studies.

Results indicate that the neutron technique can be a useful ally technique to the
analogous X-ray techniques in studies of the influence of defects on reactivity in specimens
of moderate X-ray sensitivity. In cases of extreme sensitivity, the neutron technique is
the only one available for studies of this nature.

INTRODUCTION.

Over a period of many years, considerable effort has been directed towards the
understanding of the role of crystalline defects in the reactivity of bulk single crystals.
A prerequisite for the capability to gather this understanding is the availability of a
non-destructive technique which combines high strain sensitivity with the capability
of imaging defects and strain in bulk single crystals. Generally, electron microscopic
techniques are not applicable in such studies due to induced beam heating, the fact that
the field of view of the technique is so small, and insufficient strain sensitivity. On the
other hand, X-ray diffraction topography 1],[2 (e.g. the conventional monochromatic
Lang technique) is a technique which allows both characterization of the bulk defect and
general strain distribution in large (cm3 ) single crystals prior to reaction and subsequent
monitoring of this distribution during reaction, in a dynamic fashion. As such it has
found application in this kind of study [3]. In many instances reaction induced bending
and strain make it necessary to utilize White Beam Synchrotron Radiation Topography
which by nature has a greater inherent tolerance of lattice distortion than conventional
monochromatic techniques. Unfortunately, many of the reactive systems of interest
are also X-ray sensitive, which in some cases precludes extensive use of X-ray imaging
techniques. In some systems, it has been shown that suitable filtering of a Synchrotron
Beam to remove the generally more highly absorbed longer wavelength X-rays can reduce
X-ray induced reaction (or damage) to tolerable levels (4]. However, such methodology
would not be applicable in cases of extreme X-ray sensitivity. In these latter systems,
there is a need for a truly non-destructive imaging technique analogous to the X-ray
topographic technique. Neutron Topography is such a technique.

In the past, Neutron Topography has been applied to, for example, the characteri-
zation of crystals which have prohibitively high X-ray absorption [5]. Without a doubt
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the major thrust in Neutron Topographic research has been in the area of imaging of
magnetic structures in materials [6], [7] which exploits the magnetic scattering effect due
to the interaction of the neutron magnetic moment with the magnetic configuration in
the crystal. To date, no application of neutron topography to the study of X-ray sen-
sitive, reactive organic crystals has been reported. Here we report the first systematic
investigation of the feasibility of such applications of the technique.

Two systems were primarily studied. Pyrene (C1 eH 0 ) single crystals, which are rel-
atively X-ray insensitive, and 2,4 Hexadiyne-1,6-Diol-Biu-(p-Toluene Sulphonate) (PTS)
monomer single crystals which can be polymerized readily in an X-ray beam. These
latter crystals are consequently classed as relatively highly X-ray sensitive. Details on
the preparation of these crystals can be found in other papers [41,[8J,[91.

EXPERIMENTAL TECHNIQUES.

For all systems studied here, neutron absorption is very low, and neutron induced
reaction is not expected to occur. Consequently, restrictions on exposure times are not
necessary.

Neutron topographic experiments, performed on both the S20 and D13 instruments
at the Institut Laue-Langevin (ILL), were designed so as to make maximum use of the
available neutron flux with minimum resolution loss from geometric effects [9],[10]. The
neutron flux is so low compared with typical X-ray fluxes, that a high resolution, colli-
aated beam experiment similar to the Lang technique is not feasible due to what could
be prohibitively long exposure times. Thus, a "Barth-Hosemann" [11] type geometry
is utilized, monochromatization of the incident "white" beam being provided by a cop-
per single crystal. However, this type of geometry inevitably implies some resolution loss
compared with conventional Lang type X-ray topographic geometries (or geometries used
with synchrotron sources), since specimen-film distances must be made large enough to
avoid impingement of the direct beam on the detector.

In considering diffraction geometries, only transmission geometries were sought as
the overall bulk defect structure of the crystals was of interest rather than near surface
structures. Criteria used in selecting diffraction geometries for the neutron topographs
included;- (a) Accessibility; obviously not all reflections are accessible in the transmission
Laue geometry, (b) Minimization of geometric resolution losses [9],[10], (c) Maximization
of diffracted intensity, achieved through choice of high Structure Factor reflections, and
(d) Correspondence with X-ray reflections; if possible, so that neutron and X-ray images
might be directly compared.

RESULTS.

(a) Pyrene

Figiur 1 shows a Lang topograph (g =220, Mo K., radiation) taken from a (100)
cut protonated pyrene crystal platelet which contained the seed. This topograph is
recorded in the optimum X-ray diffraction geometry for this material, i.e. this reflection
gives the best dislocation images. Note the growth dislocations propagating towards the
4110) growth faces. Analysis of these dislocations on different reflections shows that
they are mixed in character. Unfortunately, neutron topographs recorded with the same
reflection vector had very poor resolution due in part to the relatively small Bragg angle
for the reflection which meant that specimen film distances had to be increased to avoid
ilnpingruient of the transmitted beam on the detector. Therefore no comparison was
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attempted between neutron and X-ray topographs recorded with {220) type reflection
vectors.

1Va,

Figure 1. Lang topograph (g =220, Mo K., radiation) recorded from a pyrene crystal.

Figure 2 (a) shows a white beam synchrotron X-ray topograph (g=44i, \=0.5A)
recorded from the same crystal. The image is a composite made from several separate
images, each recorded with the relatively small area white beam, available at the topog-
raphy station, X-19C, the NSLS Brookhaven, USA. The dislocation structure is seen to
the same as in figure 1, although the images are a little broader and more diffuse, due
to the narrower inherent perfect-crystal reflection curve width. For comparison, figure 2
(b) shows the corresponding neutron topograph (g=441 , =1.7A) recorded from part of
the same crystal. The dislocation structure observed on figure 2 (b) is recognizable as
being the same as that on figure 2 (a), although clearly the definition and resolution of
the dislocation images on the neutron image is much inferior.

(a) (b)
Figure 2. (a) White beam synchrotron X-ray topograph (g=441, )=-.5A) from pyrene,
and (b) corresponding neutron topograph (g=441, \=1.7A).

(b) PTS.

Figure 3 (a) shows a filtered white beam synchrotron X-ray topograph (g= 1 04,
A=1. A) recorded on fast X-ray film (to minimize exposure [4], [12]) from a PTS monom-
er crystal. Note the "end-on" images of dislocations in the central growth sector. Figure
3 (b) shows a neutron topograph (g=102, A=1.7A) recorded from a similar crystal. It
is obviously very difficult to discern any clear evidence for the "end-on" dislocations on
the neutron topograph, and only by comparison with the X-ray image can the presence
of very weak contrast in the dislocated volume of crystal be discerned. The resolutionI.I



of dislocation images on the neutron topograph (which is recorded in near optimum
geometry) is therefore grossly inferior to that on the X-ray topograph (also recorded in
near optimum geometry).

9

1g

1mm
(a) (b)

Figure 3. (a) Filtered white beam synchrotron X-ray topograph (g=i04, A=1.0L)
recorded from a PTS monomer crystal, (b) neutron topograph (g=I02, A=1.7A) recorded
from a similar crystal.

Neutron topographs recorded in situ during UV induced polymerization, from the
PTS crystal imaged in figure 3 (b), show little or no change in microstructural detail.
However, reaction was accompanied by changes in both experimental rocking curve width
(from which the sample mosaicity can be calculated [9]) and integrated intensity. Figures
4 (a) and 4 (b) show plots of measured integrated intensity, and calculated sample
mosaicity, respectively ((102) reflection), as a function of time in the UV beam.

r
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5, 10 151/!a
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(a) (b)
Figure 4. Plots of (it) integrated intensity, and (b) calculated mosaic spread, respectively,
versus UV exposure, for PTS.

DISCUSSION.

O(,t of thle most important factors determining the resolution of dislocation images in
neuitron topography is the width of the image itself. Generally the width of a dislocation
iige (in topographs recorded tinder low absorption conditions, such as are encountered



in neutron topography, is determined by the projection (in the diffracted beam direction)
of the limiting width of the zone surrounding the dislocation line for which the effective
misorientation 6(AO) is greater than the inherent perfect-crystal reflection curve width
[13]. For a very narrow (wide) inherent perfect crystal reflection curve width the limiting
distance from the dislocation line for which this is true will be quite large (small) and
so, wide (narrow) dislocation images would be predicted.

Such considerations have enabled the poor resolution of dislocation images on neu-
tron topographs versus X-ray topographs, of crystals such as silicon, to be attributed to
the extremely narrow inherent perfect-crystal neutron reflection -urve widths [14]. How-
ever, inherent perfect-crystal neutron reflection curve widths for the crystals studied here
generally wider than their X-ray counterparts, so that based on strain sensitivity con-
siderations neutron dislocation image widths can sometimes be expected to be narrower
than the corresponding X-ray image widths. This is mainly due to the fact that the
neutron scattering length for carbon can be comparable to, or even greater than, the
product of X-ray scattering factor and classical electron radius (depending, of course,
on the relevant value of sinen/), whereas in the case of materials such as Silicon, the
neutron scattering length can be up to an order of magnitude smaller [15]. This means
that neutron Structure factors can be comparable or greater than the product of X-ray
Structure Factor and classical electron radius.

For example, calculation shows [9] that the inherent perfect- crystal neutron re-
flection curve width for the (441) reflection (4.48x10- 6 radians) is broader than the
corresponding X-ray width (0.97x10- radians), so that based on strain sensitivity con-
siderations alone, dislocation image widths on the neutron topograph should be narrower
than those obtained on the X-ray topograph. However, observations indicate that, in the
case of protonated pyrene, dislocation images obtained on the (44i) neutron topograph
(Figure 2 (b)) are clearly broader, and thus inferior, in both resolution and definition, to
those obtained on the (441) X-ray topograph presented (Figure 2 (a)). It is concluded
that the ill-defined, broad dislocation images are mainly due to the poor geometrical
resolution attained in the neutron topographic set-up even under optimum conditions.
In addition, the general noise due to the incoherent scattering from the hydrogen in the
system is expected to contribute to the lack of resolution.

In the case of PTS crystals it is not possible here to compare neutron and X-ray
images recorded with the same reflection vector [9]. It is, however, possible to compare
neutron and X-ray images recorded under the respective optimum conditions. From
examination of Figures 3 (a) and 3 (b) it can be concluded that dislocation images ob-
tained on neutron topographs recorded from PTS crystals are grossly inferior to their
X-ray counterparts. Neutron topographs recorded during in situ UV induced polymer-
ization showed little evidence of image modification, not showing the kind of contrast
changes routinely observed on synchrotron topographs. However, analysis of neutron
experimental rocking curves, recorded during reaction, provides a unique insight into
reaction induced strains. The observed increase in experimental rocking curve width
is attributable to a calculable increase in the mosaicity of the specimen crystal, which
is probably due to the fact that the UV induced reaction in PTS is restricted to the
top few microns of crystal, so that the lattice parameter changes accompanying reac-
tion, in conjunction with the heterogeneous reaction profile, lead to the formation of
inhomogeneous distortion fields. The decrease in extinction resulting from this increase
in mosaicity would then account for the increase in integrated intensity with UV dose.
Such analysis of experimental rocking curves as a function of UV dose affords invaluable
information on reaction induced strains, under conditions where the investigative probe
(the neutron beam) cannot itself induce reaction.

!A
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CONCLUSIONS.

Diffraction geometries, desirable for high resolution imaging, in neutron topography

of organic materials can be very restricted, due in part to the inherent nature of the

Barth-Hosemann geometry employed, with the constraints of minimization of geomet-

ric resolution losses [9], and to the difficulty in locating strong reflections suitable for

transmission imaging (dependent, of course, on the specific material). In some structures

geometries can be optimized, in others optimization can be difficult or impossible. How-

ever, even in optimimum geometries, the relatively large diffracted beam divergences lead

to significant resolution loss. On the other hand, in situ neutron rocking curve analysis

can provide important, non- destructive, information on reaction induced strains. In con-

clusion, provided suitable geometries can be found for the material of interest, neutron
topography can provide information analogous to that provided by X-ray topography

but with poorer spatial resolution. For the case of crystals which have extreme X-ray

sensitivity it is envisaged that neutron topography may be the only non-destructive bulk

imaging technique available, for large single crystals, which is capable of detailed defect
structure and strain analysis, and of analysis of strain evolution during reaction.
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ABSTRACT

Multiple small angle neutron scattering (MSANS) was used to follow
the evolution of the pore size distribution in a-A1203  through the

intermediate and final stages of sinterLng. This technique makes it
possible to determine microstructure morphology in the 0.08 to 10 om size
regime under conditions where the total scattering cross-section is
dominated by elastic incoherent multiple scattering, as is often the case
for ceramics. The MSANS results indicate an initial decrease in the
effective pore radius from 0.19 pm at 57% of theoretical density (TD) to
0.17 pa at 79% TD. As the sample density further increased, there was a
transition region after which the effective pore radius grew rapidly to
x0.5 pa at 98% TD. Standard Porod analysis on scattering by the same
samples also indicates a transition between the intermediate and final
stages of processing. Both sets of results support a topological model of
sintering in which the interconnected pore network in the intermediate stage
of sintering decays in a stable manner. The pores become fewer, while
retaining the same diameter, as densification proceeds. In the final stage,
isolated pores remain.

INTRODUCTION

Knowledge of the microstructure evolution as a function of thermal

processing is important for the development of process models in ceramics.
For dilute concentrations of scatterers between 1 to and 100 no, small angle
neutron scattering (SANS) is invaluable for the determination of bulk micro-
structural parameters. The complementary MSANS technique, first described
by Berk and Hardman-Rhyne (1,21, is applicable when the scatterers are in
the 0.08 pm to 10 pm size range. In such cases, the total scattering cross-
section is dominated by elastic incoherent multiple scattering. Effective
(volume-veighted average) radii of the scatterers are extracted by measuring
the wavelength dependence of the scattering curves at low scattering vector.
Thus, it becomes possible to investigate thicker and denser materials than
is possible with SANS. Of the many methods available for the determination
of microstructure morphology. MSANS and SANS have the advantage of being
able to measure both open and closed pores.

In this work, an investigation of the microstructure evolution of a-
A1203 as a function of thermal processing was conducted. This is a system

for which the process models [31 are comparatively well-understood, and thus
it can serve as a model system for the new scattering techniques. An
earlier study of microstructure evolution as a function of thermal
processing in porous silica [4] has demonstrated that MSANS and SANS
effectively cover the full range of relevant microstructure sizes. For the
alumina system, MSANS was used throughout the intermediate and final stages
because the pore sizes were large. Standard Porod (5] analysis, performed
on the high angle portion of the scattering curves, was used to determine

Mal. P Sm. Syrp. Proc. Vol. 51:u. M M-te ds R-es h Soc"
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total scattering surface areas, from which effective (surface area-weighted
average) pore radii were calculated.

NSANS THEORY

The interaction of neutrons with matter is determined by the phase
shift, v. that a plans wave undergoes in traversing a particle of radius, R.
This phase shift depends on the index of refraction of the particle or void,
An, relative to the scattering matrix such that v-(4w/A)AnR, where A is the

neutron wavelength. An-bA
2
/2s, where Ab is the relative scattering length

density, or contrast, of the particle or void:

Ab - cellbi/Vcell batri. (1)

Thus, the phase shift v is given by

v - 2AbRA, (2)

meaning that it is directly dependent on the material contrast, the
dimensions of the scatterer and the neutron wavelength.

If v << 1, the measurement is in the conventional SANS diffraction
regime. The form of the scattering curve as a function of the scattering
wavevector Q (where JQJ - 2w*/A, and is the scattering angle) is
independent of neutron wavelength and depends only on the particle
dimensions. On the other hand, if v >> 1, the experiment involves multiple
refraction, where every particle scatters and geometrical optics applies.

The scattering curve depends on neutron wavelength as 12. When v s 1, the
|SANS diffraction formalism applies (1.21 and the scattering curve broadens
as a function of neutron wavelength. The predicted neutron intensity is

approximately gaussian at Q - 0 and has a width nearly proportional to A2.
Even though the wavelength dependence is the same as that for multiple
refraction, the fact that v : 1 allows an effective particle radius.

Reff(O), to be determined from the wavelength dependence of the radius of

curvature, rc . at Q - 0 of the scattering spectrum.

A measure of the amount of multiple scattering is given by the

parameter z which is the sample thickness, z, divided by the statistical
mean free path length, I.

z - z/1 - 1.5 ,z(AbA) 
2
ff(O) (3)

where # is the volume fraction of scatterers and the dimensions of the

parameters are expressed in centimeters. z is related to the scattering
radius of curvature via an empirical relation 12)

rc (QR] - 0.926(i InO'83i)
O 'S 

for z > 5. (4)

* For z > 10, the agreement with the theory is better than 0.11. The analysis
requires only the sample thickness, the wavelength dependence of the radius
of curvature, the scattering volume fraction (which is a refinable
parameter) and the scattering length density to derive Reff (0). For large

Q, the scattering is determined by the single scattering Porod law (5),
which applies even when the region near Q - 0 is dominated by multiple
scattering (1].
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ALMINA SAMPLES

The samples were Saikowski alumina powder (CR6), slipcast to an average
green density of 530 TD. The slip consisted of 43.5 vol.% alumina powder
mixed into water, along with 0.5 wt.% of a polyelectrolyte dispersant
(Darvan C). The suspension was ultrazonicated for 15 min and allowed to set
overnight before being poured into moulds with teflon rings on top of
plaster-of-paris blocks. After 55 minutes, the moulds were removed from the
blocks and sealed in a container overnight. The partially-dried samples
were then removed from the moulds and sealed in containers for 2 days. The
containers were then opened to the air for an additional 5-7 days before a
series of oven-drying steps were performed as follows: 2 days at 64"C, I
day at 81C, 1 day at 102"C and 1 day at 116°C, after which a dry, solid
green body is obtained. In this fashion, a family of eight nearly-identical
samples were prepared.

During sintering, samples were removed one by one from the furnace
to yield examples of material between 56.5 and 98e TD. Figure 1 is a time-
temperature curve for the sintering. Each circle represents a sample
removed from the furnace and the number alongside is the measured %TD.

NEUTRON SCATTERING MEASUREMENTS

Measurements were made at the 20 MW research reactor at the National
Institute of Standards and Technology (NIST, formerly the National Bureau of
Standards). The NIST SANS facility [6] includes a velocity selector for
choosing the mean incident wavelength, A, of the neutrons with a spread,
AA/A - 0.25. Copious neutron fluxes can be obtained in the wavelength
region between 0.5 and 2.0 nm due to a cryogenic moderator installed in the
reactor core. The neutron beam is collimated with a 12 me aperture which
follows the velocity selector and a 8 me aperture which precedes the sample
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96.5

_0 Figure 1. Sintering time-
temperature curve for the

I- alumina samples sintered to
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position. Scattered neutrons are detected by a 64 x 64 cm
2 
position-

sensitive detector divided into 128 x 128 pixels. The data are circularly
averaged to produce one.dimensional intensity, I(Q), versus Q curves. For
Porad analysis, scattering cross-sections are placed on an absolute scale by
normalizing to that of a standard silica gel sample measured under the same
conditions.

RESULTS AND DISCUSSION

NSAMS measurements were performed on each sample at a minimum of 5
different neutron wavelengths. The scattering curves exhibited the expected
broadening with increasing neutron wavelength. Gaussian fits were made to
each curve in the range extending from 900 of 1(0), the intensity at Q-O, to
456 of 1(0). The scattering curves no longer fit well to a gaussian in the
higher Q region, where the scattering intensity falls below 400 of 1(0).
For each fit, a radius of curvature was extracted from the standard

deviation, rc - /T *. Blank spectra (with no scatterer in place), measured

at each wavelength, were also fitted in order to make a correction for the
instrument function. The measured values of rc (symbols) along with the

theoretical values determined using the SANS formalism (solid lines) are
plotted versus neutron wavelength in Figure 2 for each sample. The
densities measured volumetrically and those determined by the neutron
scattering are shown in the inset to the figure. The derived values of

Rff(O) fit the theory well for all samples measured.

0 47.0

0 9.1
0 .8 8 .0

a94.6 92.3
1O 0.1 95.5 Figure 2. Measured radii

0 9B.s ,.0 of curvature (symbols) and
* 1 the corresponding theo-

retical radii (solid lines)
as a function of neutron

- 12 wavelength for all samplesx 7 Jmeasured. The sample

10 - densities measured volum-
erically ere shown in the
inset, along with those
determined by the neutron
scattering measurements. if
different.
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ff(O) was derived from Figure 2 for each alumina sample. A plot of

Eeff(O) as a function of %TD is illustrated in Figure 3, along with the

average pore radius, 
1off(-), derived from single particle Fored measure-

ments assuming spherical scatterers. The MSANS determinations, which are
strongly weighted to the larger volume particles (4), indicate that the
average pore radius for the distribution within the alumina decreases
slightly from 0.19 Im to 0.17 pm in the intermediate sLntering stage and
increases sharply to >0.5 pm in the final stage. The Porod determinations.
which are weighted to the smaller volume particles, indicate an average
pore radius that is slowly increasing during the intermediate stage of
sintering and more rapidly increasing during the final stage. Both results
indicate a transition in the microstructure morphology between 85 and
95% TD. The quantitative differences arise in part because Refff(0) is

derived from a measure of the volume fraction of voids in the system and
eff(-) from a measure of the total surface area in the spaces (or necks)

between tetrahedrally positioned particles. Mercury porosimetry
measurements (R.A. Page. unpublished results) performed on the samples below
85% TD, where open porosity is expected, agree qualitatively with both sets
of SAMS results and the average pore radii are quantitatively closer to the
lff(-) values.

The important result of both the SANS and porosimetry measurements is
that the effective pore radius remains relatively constant through the
intermediate stage of sintering. This is consistent with Intermediate stage
sintering models in which topological decay of an interconnected pore
network is taking place (7]. Throughout the intermediate stage of
sintering, the ratio */S v, or volume fraction to surface area per unit

volume, is constant (8]. Consequently, the pore channels retain a constant
diameter as denification proceeds.

The effective pore radii measured with NSANS correspond to the cross-
section of the pore channels. The average length of the pore channels is
>10 pm, which is beyond the range of the MSAMS technique. Thus R eff(O)

I I I I

o It, (o)
0.5 -

' 0.3

o0.2
.?

0.1 -

II -I I I I

50 s0 70 so 90 10

Percent of Theoretical Density

Figure 3. Effective pore radii for the alumina samples as a function of
percent theoretical density determined from the KSANS formalism (tff(O))

and from the single particle Porod measurements (Rff()).
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remains relatively constant as densification proceeds and the pore channel
network decays.

Before the channels have disappeared altogether, a transition into the
final sintering stage occurs in which the porosity becomes isolated. Pore
isolation possibly occurs due to a rupture or Opinching off* of the channels
as they can no longer maintain their length while at the same time remaining
stable against the increasing sintering force (7]. The isolated pores are
more spherical, having diameters which are greater than the cross-sectional
dismeters of the original channels, yet small enough to be within the MSANS
range. As the number of isolated pores increases, the larger dimension
makes an increasing contribution to the total r-%ttering, until it finally
dominates the HSANS cross-section. Thus, Reff'' increases gradually as the

transition from intermediate to final sintering stage begins. Late in the
final stage, a more rapid increase is seen as the nicrostructure becomes
dominated by the isolated pores.

CONCLUSIONS

The transition from one sintering stage to another in sintered alumina
was detected by small angle neutron scattering. The effective radius of the
pore size distribution, as measured by both multiple small angle neutron
scattering and single particle Porod scattering, remained fairly constant
throughout the intermediate stage of sintering, with a rapid increase as
densification proceeds beyond 85% of theoretical density. The results are
consistent with sintering models which equate the intermediate stage with
the decay of the topological network of channels and junction pores in the
system. before complete decay can occur, a transition into the final
sintering stage occurs in which the porosity becomes isolated spherical
voids.
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ABSTRACT

Inelastic scattering from lattice phonone contributes a significant
fraction of the observed Bragg intensity in time of flight neutron powder
patterns of transition metal monoxides at elevated temperatures. Ignoring
this thermal diffuse scattering (TDS) leads to errors in the site occupations
of defects present in these materials. The intensity from one phonon TDS has
been calculated as a function of time-of-flight and used to correct the
measured intensities. The effect of this correction on the results of
Rietveld profile refinement is discussed.

INTRODUCTION

As the use of profile refineLent techniques coupled with time-of-flight
(TOP) neutron powder diffraction aze extended to refine not only atomic
positions but also site occupations, data corrections such as extinction,
absorption and thermal diffuse scattering (TDS) become more important. While
these corrections have been formulated for constant wavelength experiments,
for wavelength dispersive measurements only simple empirical corrections are
commonly employed in the profile refinement, and corrections for TDS are
usually ignored. In particular when samples are maintained at elevated
temperatures, where neutron-phonon Interactions are most significant, the TDS
correction can be quite large.

A correction for the one-phonon scattering in a TOY powder pattern for
monatomic cubic materials has been derived 1l. However few calculations of
this contribution to TOP powder patterns have been made. Higher order (two
phonon, three phonon etc.) scattering processes also occur, but in general
these give a featureless background that is taken care of with background
subtraction (2]. In this paper we report TDS calculations for the rocksalt
structure monoxide, Fel_,O, at elevated temperatures.

EXPERIMENT

In a TOP powder diffraction experiment it is the total time of flight
that is measured; there is no way to discriminate inelastic scattering
events. The detected TOP is related to the magnitudes of the incident and

scattered wavevectors, k, and kf respectively, by:

t(kj,kf) . a.( 
L I  . L I

h ki  kf

where L, and L2 are the path lengths for incident and scattered neutrons, M,

is the mass of the neutron, and h is Planck's constant. For any time t there
will be Inelastic scattering contributions due to many different combinationr;
of k ,kj,(kf*k), each combination weighted by the incident neutron flux on

the sample, i(k1). The cross-section for first-order thermal dif!use

scattering will then really be a function of kt and kf and not simply the

TOP. An effective cross-section as a function of TOY can be calculated byj ~N1 1a1.06- So.mp. Proc. VOL. 16. '199 Matedale Research Society
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integrating over all combinations k1 ,kf giving scattering vectors in the

Brillouin zone, and for each pair determining if both energy and momentum are
conserved. If one-phonon scattering can occur, the intensity is calculated,
divided by the incident flux on sample for the appropriate TOF channel to
yield the effective cross-section, and added to the sum in a histogram. (In
an experiment, neutron events occuring o,4er a time increment At, of order a
few microseconds, are summed together in one time channel. The entire
spectrum is then represented by several thousand time channels.)

Several simplifying assumptions are used in deriving the one-phonon
cross-section and these are worth noting : 1) Only cubic crystals are
considered, 2) the Brillouin zone Is replaced by a sphere of equal volume,
with radius q., thereby preserving the total number of phonon modes, 3) the

mean number of phonons, n(q), of frequency (1 (q) at temperature T, is

evaluated in the high temperature limit, 4) all phonon modes are either pure
longitudinal or pure transverse, and 5) linear chain dispersion approximates
the true phonon dispersion. The last two assumptions are reasonable in that
the calculation is for a powder, where the exact orientation of each grain is
unknown. Averaging over all possible orientations will average out the
distinct phonon polarizations. In the case of the one-phonon contribution to

x-ray powder patterns of cubic metals, a model neglecting dispersion and
using only one velocity for all phonons t31 differed in TDS contributions to
the Bragg peaks by only 5% from a model that accounted for dispersion and
phonon polarization (4). The phonon frequencies are given by:

Ir 2q.

where .(q) is the phonon frequency associated with phonon wavevector q, and

V1 is the sound velocity for phonon branch (polarization) I. The velocities

V, are calculated from the elastic constants and macroscopic densities.

The probability that an incident neutron, of wavevector k,, scatters

inelastically from a phonon in the powder sample into solid angle 0,

subtended by the detector at the sample, with final wavevector k, is given by

d2O--s Nouh
3kE 2  H e • j(q)j'(n,(q)*l/2.I/2) q

dfldk - l6"1 m,'%ki d Wq) EtV cos( ;L-)
2q.

where N is the scattering vector, 7 is a reciprocal lattice vector, q Is
the phonon wavevector, and e,(q) Is the phonon polarization. The sum over i

includes the three acoustic branches, and e is .1 for phonon absorption, and -
1 for phonon creation. The bar above the L.K.S. denotes an average over all
grain orientations. The derivation of Equation 3 can be found in Ref. 1. In
calculating the first-order phonon scattering in polyatomic cubic materials
like FeO, some additional changes In the cross-section derived in Ref.1 were
necessary. There are two atoms per primitive cell, and this introduces optic

modes in the phonon spectra. To be rigorous the sum over the polarization
states, I in Equation 3, should now extend to six to include the optic modes.

Since the cross-section goes as 11,, and the optic mode frequencies are much

higher than the acoustic frequencies, they contribute much less to tha phonon



;cz:tering. Further-K-re, the optic mode frequencies don t go to zero a'; q
gces to zero, so the contribution under the Bragg peaks, which is the prim;ary
concern, does not peak as it does for the acoustic modes. For the
calculations that follow the contributions to the inelastic scattering from
the optic modes have been ignored. Acoustic modes represent in-phase motions
of the atoms in the unit cell, so the atomic mass is replaced by the average
atomic mass H" of the different atoms in the unit cell. Furthermore with two
atoms per unit cell the temperature factor is no longer easily represented as
one factor; instead isotropic temperature factors for each atom are applied
within the coherent cross-section o, defined as :.

V IE bne' exp-2 i(hxn . ky, * lz) )  (4)
n

The one-phonon Intensity for one point k1,kf will be approximated as

ITOs(ki~kf) - i(kj) al r  p(kf)AkAkAO (5)
dfldk2

where P(k1 ) is the calculated efficiency of a cylindrical 3He detector for

scattered neutrons of wavevector kf, and Ak and Akf are the spread in

wavevectors k, and kf equivalent to the time channel width At, which can be

obtained by differentiating Equation 1 with respect to t. The number of

neutrons incident on the sample over the time channel that encompasses time t
is

i (ko)P(ko)AGAkO (6)

where k. is the wavevector of elastically scattered neutrons (k1.kf-ko) giving

time-of-flight t, and Ako is evaluated by differentiating Equation 1.

Dividing Equation 5 by Equation 6 gives the contribution to the cross-section
from the point k2 ,k2 as :

i(ki)P(kf)NUfh3kf 2Aktt - I (nj(q)-l/2,02) q
- fl I(k)P~kO)16wrM'% Lkidt It WCoiq) HrVicos 2

q
.)

(7)

The cross-section has two singular points. As q goes to zero the cross-
section diverges as lIq. This divergence is handled by always excluding the

q-O point from the calculation. Once all the other points on the grid have
been sampled, the central element containing q=0, is subdivided into smaller
elements. The central element is subdivided into more and more elements until
the calculated cross-section over the whole central element, excluding the
small element containing the q-0 point, changes by less than five percent.

Similarly as q approaches its maximum value, q,, at the zone boundary,

the argument of the cosine in the denominator of Equation 5 goes to ir/2, the
cosine goes to zero, and again the cross-section diverges. The divergence at

qmqo is eliminated by limiting q to 0.90 of q. or less. This will have an
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effect only on the TDS profile near the zone boundary, far away from the
Bragg peak.

To calculate all possible combinations k1 ,k in the Brillouin zone, a
discrete summation over the magnitudes of ki and kf, is performed. This two
dimensional grid of points is centered at the wavevectors giving the Bragg
peak, point kj.kj=k,, determined by equating Bragg's Law with the neutron
wavelength :

) 2.i = .i. = 2d.isin9 (8)
kp mL

where L=L1 .L2, and is bounded by a circle of radius q.. The grid spacings Ak
in k, and kf are set equal to one another and evaluated for ttp,,k and a time
channel width At of a few microseconds. For a material of lattice constant

41 the radius of the grid, q., is of order 1.5 1-1 while the grid spacing Ak

is in the range 5*10
-5 

to 510
"3 

1 -, depending on the TOP of the Bragg peak.

Calculation of the TDS for one Bragg peak involves 1q.
2 
/Ak

2 
iterations (2*106

to 2*109 iterations). Note that the grid spacing Ak increases in size as

1/t
2
, while the grid area, wq.

2
, remains constant. The number of iterations

2 4
goes as 1/Ak or as t . The bulk of the calculation time is therefore spent
on peaks at large TOP ( with large d-spacings). A typical calculation time
for 30 peaks fo- FeO takes about 12 hours of CPU time on a DEC VAX 11/730
computer.

Neutron powder diffraction patterns of Fe .xO held in-situ at elevated
temperatures in an appropriate gaseous environment were obtained at the
Intense Pulsed Neutron Source at Argonne National Laboratory. The details of
these measurements have been reported elsewhere (5]. Powder patterns were
collected at 90* two-theta with a time channel increment of 814s over a TOP
range of 3000 to 30,000 jus. TDS calculations were performed over the same TOP
range for temperatures in the range 1123 to 1373"K. Elastic constants were
taken from Ref. 6 and densities from Ref. 7.

The units in the TDS spectrum calculated with Equation 7 are barns/unit
cell and have magnitudes in the range 0 to 10. Before the calculated TDS can
be subtracted from the raw data, two conversions must be performed. First the
TDS cross-section, Equation 7, must be converted to neutron counts for the
given number of monitor counts. The conversion to units of counts is
performed by first calculating the incident beam power in units of
counts/barn/monitor count from the Incoherent scattering of a vanadium
standard sample measured in the same scattering configuration (this
eliminates evaluating MU). After multiplying the calculated TDS spectrum by
this beam power and the sample volume in units of unit cells, the resultant
spectrum is then scaled to the data of interest based on the total number of
counts in an incident beam monitor. With the TDS on the same scale as the raw
data, the TDS profile must be convoluted with the Bragg peak shape. This
serves two purposes : the Bragg peak shape is a first order approximation to
the instrumental resolution function which has not been included so far, and
second, this conditions the shape of the calculated data so that when it is
subtracted from the raw data it does not introduce an error in the shape of
the remaining Bragg peak. Since the peak shape function utilized in Rietveld
analysis of TOP powder patterns is computationally simple l83, the

*: convolution with the calculated profile is straightforward and the TDS is
then subtracted on a point by point basis.

RESULTS

The calculated profile of first-order TDS for Fe1 .O at 1123K is shown

,$

-_ _--__ _
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In Figure 1 on the same scale as the measured powder profile. The TDS
intensity for the less intense odd hkl reflections at large TOP are nearly
indistinguishable from the background. The intensity of the TDS peaks
increases smoothly with increasing sin/X until the temperature factor
decrease becomes predominant. Unlike single crystal samples (9] no large
increase in TDS Is observed at the point where the neutron velocity exceeds
the velocity of sound in the crystals. This is probably due to the many
combinations of k,,ki that contribute to any one point. However, the small

size of the TDS peaks at low TOP is deceiving. Integrating the Bragg peaks
before and after the TDS correction, one finds that at low TOF the correction
is of order 20 percent. (Calculations for isostrucutral MnO at 16731 show
this percentage can easily be 30 percent or more.) The magnitude of the
correction to the integrated intensities are in good agreement with
corrections calculated for constant wavelength x-ray powder diffraction on
FeO at similar temperatures (10).

The effects of the TDS correction are easily found by refining the
powder profile both before and after the correction. WUstite has the rocksalt
structure (Fm3m) with cations that incompletely fill the 4a sites, anions at
the 4b sites, and a small percentage of interstitial cations on the 8c sites.
The temperature factor for the interstitial cations was constrained to always
equal that of the octahedral cations, and the sum of the site occupations for
the octahedral and tetrahedral cations was constrained to equal the known
sample composition. The results of these refinements for the tetrahedral site
occupation ,t,,, in Fe0.,30 at 13231 are given in Table I. To eliminate

uncertainties due to other data corrections the values for the extinction and
absorption were fixed at the values determined from the uncorrected data
refinement. As expected the isotropic temperature factors BF, and B0 for the

corrected data were slightly higher than for the uncorrected data 123. The
increase in the temperature factors are in good agreement with the increase
observed when a TDS correction was made to Bragg Intensities from Fe1,.O
collected with constant wavelength neutrons ll2. The occupation of the
interstitial cation site appears to increase by 10%, a significant amount
considering the small site occupation, but when confidence limits are placed
on these values the data overlap. Most important the fitting statistics
changed only slightly, indicating peak shape changes were not the cause of
the observed parameter changes. Copies of the program are available on
request from the author or from IPNS.

CONCLUSIONS

1) First-order thermal diffuse scattering profiles have been calculated
for Fe.xO at elevated temperatures. The magnitude of the corrections to the

integrated Bragg intensities are in good agreement with calculations
performed by others for constant wavelength x-ray and neutron powder
diffraction on the same material.

2) As expected the temperature factors increased slightly, but the
interstitial site occupation remained the same.

3) Thermal diffuse scattering profiles for cubic materials can be
generated in several hours, and Incorporated directly into the profile
refinement process.
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Table I. Results of Rietveld Refinements Before and After C-rrecticn fcr
First-Order TDS in Feo.9U.

0 
at 13231

Before After

t7 *() 3.33(12) 3.65(18)

Ee(A ) .2.79(2) 2.90(4)

Bo(A ) 3.16(2) 3.30(4)

Scale 0.1629(7) 0.165(5)

OS. 453 453
VAR. 15 13
R(P; Z) 2.3298 2.4574
R(WP: %) 3.2998 3.5410

R(FI; %) 4.3524 3.5419

R(EXP; %) 1.9698 2.0467

2 2.81 2.99

R(F2; %) - 100*II-0IS-IL.I/SjIIOSI
R(P; %) - 10OI.YoIs-YALcI/o'ISSI

R(WP! %) - IO0 ( W(yoS-y^ALC) 3/z[W(Y0AS) 1)

R(EXP; %) = 100*(0 DECREES OF FREEDOM/(W* (YoRs)
2

)

._-

o

4.0 8.0 . 16020.0

TOFol

Figure 1. Calculated one-phonon TDS (lower curve) for Fe0.930 at
1123K on same scale as measured powder diffraction profile.



73

REFERENCES

1) 1. Cole and C.C. Windsor, Act& Cryst. A3, 697 (1980).

2) B.114. Willis, Acta Cryst. A25 277 (1969).
3) B.E. Warren, X-Ray Diffraction, p.164,

2
00 ,Addison Wesley (1969).

4) C.B. Walker and D.R. Paskin, Act& Cryst. A2, 572 (1972).

5) M.J. Radler, J. Faber,Jr., and J.B. Cohen, accepted for publication in
3 .Phys.Chem.Solids

6) C. Kugel, C. Carabatos, B. Hennion, B. Prevot, A. Raycolevschi, and D.
Tocchetti, Phys. Ray. 316, 378 (1977).

7) CRC Handbook of Chemistry and Physics, 66th ad., (CRC Press, 1985), p.
B107,B113.

8) R.B. Von Dreele, J.D. Jorgensen, and C.C. Windsor, J.Appl.Cryst. 15, 581
(1982).

9) B.T.M. Willis, C.J. Carlile, and R.C. Ward, Acts Cryst. A4, 188 (1986).

10) E. Cartstein, Ph.D. Thesis, Northwestern University, (1984).

11) A.K. Cheeth~m, B.E.F. Fender, and R.I. Taylor, J.Phys.C:Solid St. Phys.
4,2160 (1971).

.. . ... ... . . . . .



75

REAL SPACE METHOD OF POWDER DIFFRACTION
FOR NON-PERIODIC AND NEARLY PERIODIC MATERIALS

T. ECAMI
1
, B. H. TOBY', W. DMOWSKI', Chr. JANOT

2 
AND J. D. JORGENSENs

'Department of Materials Science and Engineering, University of
Pennsylvania, Philadelphia, PA 19104-62722

1nstitut-Laue-Langevin, 156X-38042 Grenoble Cedex, France
SMaterials Science Division, Argonne National Laboratory, Argonne, IL 60439

ABSTRACT

The use of high-energy neutrons from pulsed or hot sources allows the
method of atomic pair distribution analysis to be applied to the structural
determination of crystalline as well as amorphous solids. This method
complements the standard crystallographic methods in studying non-periodic
aspects of solids with or without long range order.

INTRODUCTION

The method of atomic pair distribution function (PDF) analysis has
traditionally been used almost exclusively in studying the structure of
liquid and amorphous materials for which the standard crystallographic
methods are powerless [1,2]. In principle, however, this method is
applicable to any powdered materials including crystalline solids. If the
solid is perfectly crystalline, there is no advantage in using this
approach, while if the solid contains a high density of defects or a high
degree of disorder, the PDF method is an attractive alternative to the
standard methods. What prevented the wide use of this technique for ordered
materials so far was the termination errors which were often introduced in
the course of Fourier-transformation and reduced the accuracy of the PDF
[2]. This situation was greatly improved by the advent of pulsed and hot
neutron sources and synchrotron radiation, which provide neutrons and x-rays
with higher energies than have been normally available. In this paper we
briefly describe the method, review recent results obtained by this method,
and discuss future promises held by this method which we propose to call the
"real space method for powder diffraction".

THE PDF ANALYSIS

The instantaneous isotropic atomic pair distribution function, p(r), is
determined by the Fourier transformation of the total structure factor S(Q),

p(r) - po + 2=1 f fS(Q) - l]sin(Qr)QdQ (1)

where po is the average atomic number density, Q is the scattering vector

[1,2], and

S(Q) - JS(Qw)d ,(2)

whers S(Q,w) is the dynamic structure factor, w is the energy transfer by
scattering, and the integration covers only the energy range for phonons
(3]. For x-ray scattering Q is almost independent of w for phonons, so that
the measured scattering intensity corrected for absorption, Compton scatter-
ing, multiple scattering and the atomic scattering factor <f(Q)>

2
, directly

gives S(Q). For neutron scattering without an energy analyzer the measured
intensity is not exactly equal to S(Q) because of the w dependence of Q, but
after the Placzek correction [4] S(Q) is obtained in approximation.

The range of integration in equation (1) is from 0 to a, however, in
practice S(Q) can be determined only up to a limiting Q value, max' which

Mt noe. Soc. Sywnp. Proc. Vol. If. elS Mateals Reercl Soety
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depends upon the energy of the incident photons or neutrons, and the
integration is terminated there. With a room temperature thermal neutron
source 0max cannot exceed 12 1/A, which is hardly sufficient in evaluating

the integration accurately. On the other hand a large portion of neutrons
emitted from a pulsed source are epithermal, and have higher energies.
Accordingly S(Q) can be determined up to 30 - 40 1/A, and S(Q) and p(r) can
be obtained with a high accuracy as shown in Figs. 1 and 2 for f.c.c.
aluminium. The data shown in Figs. 1 and 2 (5] were obtained at the SEPD
station of the Intense Pulsed Neutron Source (IPNS) of Argonne National
Laboratory. Since p(r) describes an instantaneous nuclear correlation, the
peaks have a non-zero width even at T - 0 K due to the zero-point oscilla-
tion. The peak width which fits the best to the data, 0.086 A, is very

close to the one expected from the Debye model, I2<u_> - 0.083 A [6].
In general, if the PDF peaks are Gaussian with the standard deviation

of or, then the structure factor is given by the Debye-Waller form

S(Q) - [So(Q) - 1]exp(-2BQ
2
) + I , (3)

where B - or/
2 
and SO(Q) is the structure factor for a system with a PDF

composed of S-function-like peaks. Thus a rule of thumb for the range of Q
is

Qmaxr 2 
3  (4)

This ensures that the integrand of (1) is of the order of the 3a value of

the Gaussian distribution (- 0.01). For metallic glasses, for instance, ar

is about 0.15 A or so, thus Q.. should be at least 20 - 25 I/A, while for

crystalline solids it has to be larger, typically 30 - 40 1/A. For complex
solids such as quasicrystals, Q[S(Q) - 1] decreases rapidly with Q, and Qma.

does not have to be greater than 20 1/A.
On the other hand experimental limitations in the resolution in Q do

not present a significant problem in the PDF analysis. If the resolution
function is Gaussian with the standard deviation of oQ, it results in a slow

decay of the PDF with a Gaussian envelope,

p(r) - Po + [ps(r) - p0]exp('r
2
/2A

2
) (5)

where ps(r) is the PDF determined with a perfect resolution, and A (- l/UQ)

is the resolution distance. For a medium range resolution such as 0.01 1/A
(HWHM), the resolution distance is over 100 A, so that unless the PDF is
calculated up to very large distances the Q resolution is unimportant.

In fact for carrying out a successful PDF analysis it is better to
reduce the experimental 0 resolution and increase the neutron or photon
count in order to reduce the statistical noise, which is the most important
source of inaccuracy since the range of Q accessible with pulsed neutrons is
sufficiently large and renders the termination error less significant. From
equation (1) it can be shown that the statistical noise is given by

1 J sin/2r
ft*2 ( (Q) dQ )l/2

1 ( )1/2 (5)

where IcQ) - N(Q)/AQ is the scattered neutron intensity, with N(Q) being

the actual neutron count and AQ the spacing of the Q values at which the
data were taken [7]. Thus Ap(r) decreases inversely with r, as seen in Fig.
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Fig. 1. Total structure factor of f.c.c. aluminium at T -10 K determined
by the pulsed neutron scattering at the IPNS. The value of S(Q)
at the peaks below Q -10 1/A is out of scale. It exceeds 100 in
this resolution (AQ 0.01 I/A below 10 1/A) at some peaks.
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Fig. 2. The atomic pair distribution function of f.c.c. aluminium obtained
by the Fourier transformation of S(Q) shown In Fig. 1 (5]. The
dashed line is the calculated PD? with Gaussian broadening to
represent the zero-point lattice vibration.



2. In collecting the diffraction data, consideration should be given to
minimize equation (5), by spending more time at high Q ranges than low Q
ranges.

If we use a triple-axis spectrometer we can determine the elastic
scattering intensity, S(Q,O), within the energy resolution of the analyzer.
The Fourier transform of S(Q,O) is the average density-density correlation
function which is slightly different from the instantaneous PDF in that the
dynamic correlations are missing. This method was first applied to the
study of SiO 2 glass [8], and was recently used for the study of superconduc-

ting Tl2Ba2CaCu208 using the hot neutron source of ILL. The data from this

experiment are being analyzed.

RECENT EXAMPLES: SUPERCONDUCTING Tl2Ba2CaCu 208

The structure of superconducting oxides has been extensively studied by
various methods, and their average crystallographic structure is now well
known. However, these structures often contain anomalously large tempera-
ture factors which describe the amplitude of thermal lattice vibration
[9,10]. Such large temperature factors usually imply displacive disorder on
a local level which is not adequately modeled in the standard crystallo-
graphic analysis. We applied the PDF analysis on the pulsed neutron powder
diffraction data of superconducting oxides obtained at the IPNS, and were
able to determine the local atomic correlations undetected by crystallo-
graphic methods. Here we briefly describe some of the recent results
obtained for Tl2Ba2CaCu 208 (Tc - 110 K).

Disolacive Order of Tl and 0

The amplitude of thermal vibration of oxygen in the TI-O plane
determined by single crystal x-ray scattering as well as powder neutron
scattering [9,10] is as large as 0.4 A, while it is expected to be of the
order of 0.1 A. By analyzing the pulsed neutron PDF we found that both T1
and 0 atoms in the Tl-O plane are deviated from the crystallographic high-
symetry sites, forming displacive short range order [11]. The distance
between the TI and 0 sites in the crystallographic (tetragonal) structure is
2.73 A, while the sum of the ionic radii of TI and 0 is 2.28 A [12]. The
displacements cause half of the Tl-O pairs move closer to a distance of
about 2.3 A while the rest of them move further apart, thus as a whole
minimizing energy.

Anomalous Temuerature Denendence

A careful study of the temperature dependence of the pulsed neutron PDF
produced evidence of structural anomaly in the vicinity of the superconduct-

ing transition temperature. It was found that the PDF shows a qualitative
change across the transition, and as shown in Fig. 3 [13] the PDF amplitude,
Ap, defined as the average height of the PDF peaks at 3.4 and 3.85 A
measured from the valley at 3.6 A, deviates from the normal temperature
dependence shown by a solid curve. This curve was calculated based upon the
phonon density of state of this compound determined by an inelastic neutron
scattering measurement carried out at the ILL using a triple-axis-
spectrometer IN-1. The result shown in Fig. 3 was produced using primarily
the data from the detector bank placed at the scattering angle (20) 150',
while a more recent result using also the 90" detector bank shows an even
more pronounced anomaly, suggesting that the nature of this anomaly may be
dynamic, since the Placzek correction is more reliable at lower angles. The
origin of this anomaly is still being investigated, but a strong possibility
is that this is due to the displacement of oxygen atoms in the Cu-0 plane.
Note that no anomaly has been observed in crystallographic parameters such
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as the lattice constants and the atomic position parameters determined by
the Rietveld method (10,14]. This example illustrates the unique capability
of the PDF method to detect local atomic displacements which can go
unnoticed by standard crystallographic methods. Further investigation of
this anomaly might shed some light on the origin of the superconducting
phenomena in cuprates.

ADVANTAGES OF PDF METHOD IN STUDYING NEARLY PERIODIC MATERIALS

Since the PDF is nothing but a direct Fourier-transform of the
structure factor, p(r) and S(Q) contain the same information. Thus
superficially there appears little to be gained by using the PDF method.
However, in practice this difference in the representation can have
important consequences in the strategy of structural analysis of crystalline
or nearly crystalline materials. For instance, lattice symmetry and lattice
constants are directly determined by the Bragg peak position of S(Q), while
atomic positions are only indirectly determined by examining the diffraction
peak intensities. On the other hand p(r) is all but useless in determining
the lattice symmetry while it provides direct information regarding the
atomic separations. Therefore in determining the atomic positions within
the unit cell the PDF method offers significant advantages. In fact it is
equivalent to the Patterson analysis for single crystals, except that it is
averaged over all orientations and all the non-Bragg, diffuse intensities
are included. Thus these two approaches are complementary, and should be
used in tandet in the structural study of complex systems.

0

6

("a0

0 100 200 300

Temperature, K

Fig. 3. Temperature dependence of the PDF amplitude defined as the average
of the PDF peak heights at 3.4 A and at 3.85 A, measured from the
valley in-between at 3.6 A. The vertical bars indicate the
statistical error evaluated by eq. (5), and the solid line is the
normal temperature dependence calculated from the phonon density
of states determined by inelastic neutron scattering 113).



When analyzing the powder pattern of a complex crystalline solid with a
large unit cell, one might start off with the Rietvald analysis and then use
the PDF method to refine the atomic positions. Comparison of the
experimental PDF with the calculated PDF based upon the Rietveld parameters
will clearly demonstrate discrepancies, if there are some, between the
atomic distances in the model and those in the actual structure. While such
discrepancies are usually noted by chemical intuition, this method offers a
more direct and reliable means of confirming and improving the structural
model. The model can be refined, for instance, by the Monte-Carlo process
to minimize the difference between the measured and calculated PDF's [11].

If the sample contains a high density of defects or intrinsic disorder,
the PDF method shows its unique strength, as demonstrated in the examples
shown above. In particular if displacive disorder is present it results in
shifting or splitting of the PDF peaks which is often easily observable,
while in Q-space it only produces diffuse scattering at high values of Q
which is difficult to isolate. In general the ability to model the short
range order by terminating p(r) at some distance makes this method excep-
tionally useful, since from the diffuse scattering in S(Q) alone it is not
easy to speculate the nature of the disorder. After the local displacement
is determined one may then go back to S(Q) to determine the spatial extent
of the correlation.

We thus identified two areas where the PDF method is particularly
useful in deteraining the atomic structure of crystalline or nearly
crystalline solids. We suggest that this *real space" approach may be
included in some crystallographic analysis package such as the Rietveld
software, so that the user can move to the real space method when the
structure is either very complex or the temperature factor is too large and
some displacive disorder is suspected.
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ABSTRACT

All information on the site occupancies and atomic displacements which
relate a pyrochlore superstructure to the parent fluorite-type subcell is contained in
the normally-weak superstructure diffraction intensities. As Ti has a negative
scattering length, the supercell maxima in the present phases are up to three times
as intense as the fluorite-like reflections, and neutron diffraction provides an
especially sensitive probe of the state of disorder. Y2Ti207 is found to have a fully-
ordered anion array and slight disorder, YO.98Tio.015, among the cations. In
Y2(Zro.Ti0A)2O7 the oxygen site normally vacant in pyrochlore is half filled and
on tl: order of 15% exchange between cation sites has occurred.

INTRODUCTION

Pyrochlore, A2 1207, is a superstructure with cell edge double that of a
fluorite-type subcell. A large cation, A3+ , and smaller cation, B4+, order in space
group Fd3m at the sites of an undistorted fcc array. Two crystallographically-
independent oxygen Ions occupy positions 48f x 1/81/8 and 8a 1/81/81/8, Fig. 1,
to fill seven-eighths of the available tetrahedral interstices. A vacant site remains
at 8b 3/8 3/8 3/8. The O(1) ions relax in the direction of the vacant anion site and
the smaller B4+ ions. Thus x > 3/8, the ideal 0(1) positional parameter. The
coordinations of 00) and 0(2) consist of 2A + 2B and 4A, respectively; A3+ and B4+
have eight and six oxygen neighbors, respectively.

The anions and cations in the pyrochiore structure will both disorder at
elevated temperature to produce a non-stoichiometric, defect fluorite structure.
Disorder occurs at progressively lower temperatures in phases in which the size of
B increases relative to A. Such disorder may exist on an atomic scale.
Alternatively, domains of pyroddore existing in a matrix of disordered fluorite
have been reported [1-31.

Moon and Tuller (4] examined the ionic conductivities of solid solutions in
the system Gd2(ZrxTl.2pO7 and Y2(ZrxTil Ox)20. An increase in oxygen ion
conductivity by three orders of magnitude (to significant levels of, for example,
10-2 ohm -1cm'r at 1000WC) accompanied a transition from an ordered pyrochlore
state (x - 0) to the disordered fluorite structure (x - 0.7). The questions of whether
and how disorder in the anion and cation arrays is coupled, and whether Zr4+ and
T14+, whkh have dissimilar ionic radi, disorder with Y3 with equal probability,
are relevant to full Intepretation of the conduction mechanism. All information
on the ionk onering and anion displacements that give rim to the pyrochlore
superodil is contained in the normally-weak set of superstructure intensities. In
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addition to the magnitude of the anion displacement, the structure factors for these
reflections depend on the difference between the individual scattering powers of
the cations and the average cation scattering power. The numbers of electrons on
Y3+, 114+, Zr4 +, and 02- are 36,18, 36, and 10. The corresponding nuclear scattering
lengths for neutrons are 0.775, -0.3438, 0.716, and 0.581 10-12 cm, respectively. Thus,
Y3+ and Zr4+, being isoelectronic, are virtually indistinguishable in x-ray diffraction.
The small differences of cation scattering power from the mean, together with the
relatively feeble scattering power of oxygen, cause the set of superstructure
intensities to be exceedingly weak in x-ray diffraction. In contrast, the negative
scattering length of 14+ for neutron scattering results in the difference between
cation scattering lengths and their mean being greater than the average scattering
length. The superstructure intensities in neutron diffraction patterns, Fig. 2, thus
exceed the magnitudes of the set of fluorite-like subcell maxima. Neutron
diffraction accordingly provides an unusually sensitive probe of the structural state
of the present materials, especially in those solid solutions that are highly
disordered. We present here the results of a neutron Rietveld powder-profile
analysis of Y2"i 207 as well as preliminary results for Y2(Ti4ZrO.6)2C7,

SPECIFICATION OF SITE OCCUPANCIES

In our model for cation disorder in Y2(ZrxTil-,)207 we allow partial
occupancy of both the A and B sites by all three cations and assume only that each
site is fully occupied by a combination of species. The combined occupancy of both
sites must conform to the known stoichiometry. Let NiA and NiB be the atomic
fraction of species i which occupies each site. Then

NyA + Ny B = 1 (1)
Nz A + NZ B = x (2)
NTnA + NTIB = 1-x (3)

NyA + NZrA + Nn A = 1 (4)

O A3 in 16 3m 000

B4+ in 16d3m 1/2 1/2 1/2

O 0(1) in 48 f mu x 1/8 1/8

O W in2 8 a 13m 1/8 1/8 1/8

+ Vo in 8b43m 3/8 3/8 3/8

FIgMre 1. Propecdon of the contents of the pyrochlore supercell for 0.< z < 1/4. The
dlsplncem t of the oxygen ion (0.46A) from their ideal tetrahedral locations in
the fluorite strucure coresponds to that found for Y2Ti207 in the present work.
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A relation analogous to (4), which summed the occupancies of site B to unity
would not be linearly independent, given Erq. (1) tL-:3ugh .3). By analysis of
neutron diffraction data one may obtain an experimental value for the effective
scattering length of the A site, bA, which is related to the site occupancies by:

bA = NyA by + NzrA b7, + N1iA bf (5)

A similar expression holds for bB, but the relation is not independent as the total
scattering power of the cation sites is constrained by stoichiometry:

bA + bB = by + xbZr + (1-x)bri (6)

Equations (1-5) provide five equations in six unknown site occupancies.
Thus, although it is not intuitively obvious, refinement of site occupancies subject
to chemical constraints does not provide enough information to permit
specification of the distribution of three species over two independent
crystallographic sites. The problem may be resolved by combined analysis of
neutron and x-ray data. The latter measurements provide an independent
equation analogous to (5) but in terms of the x-ray scattering power, f, for each
cation.

A model for anion disorder which allows partial occupancy of the 0(1), 0(2)
positions and the normally-vacant site at 8b requires that the partial occupancies of
each site conform to

6NI + N2 + NV = 7 (7)

where the superscripts denote the three types of possible anion sites. As only one
scattering length is involved, these site occupancies may be established as two
independent and one dependent parameter in a constrained refinement based
upon only one powder diffraction profile.

EXPERIMENTAL

Powder samples were kindly prepared for us by P. K. Moon using the Pechini
process. Soluble compounds of the cations (Y hydroxide, Ti alkoxide and Zr
alkoxide) were dissolved in appropriate ratios in a citric acid-ethylene glycol
mixture which was subsequently polymerized by heating. Water produced as a by-
product of the reaction was eliminated by further heating. The resinous product
was charred in a third heating, ground, calcined at 7000C, and annealed at 13,50C
for 60 hr to establish an equilibrium state of order. The resulting powders were
well-ordered and extremely homogeneous as the process provided no opportunity
for segregation of the components from the uniformity of their initial state in
solution.

Neutron diffraction data were collected with the five-detector powder
diffractomuter at the Research Reactor at the National Institute for Standards and
Technology. The diffraction profile was recorded in steps of 0.05 26 for the range
120 < 20 < 120P using 15525(3) A thermal neutrons monochromated by reflection
from (220) of a Cu crystal. The analyses were performed using the procedure and
computer program of Rietveld (5] as modified for the multidetector diffractometer
by Prince. A total of 32 adjustable parameters were required for the model. A scale
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Table 1. Atomic Coordinates and Anisotropic Temperature-Factor
Coefficients for Y2Ti2O 7 and Y2(TiAZr0.6)jO7

(Estimated standard deviation in last digit is in parentheses.)

_______________ Y271207 Y2(TO.4ZrO.6)207

Lattice constant (A) 10.0947(1) 10.2910(4)

Yin 16c m 000
B11 - B =833 0.001"0(8) 0.0035(2)
B12 = B13 = B23 -0.00048(11) 0.0007(4)

T in 16 d 3n 1/2 1/2 1/2
Bi = ft = 33 0.00067(17) 0.0046(5)
B12 = 8 13 = B23 -0.00023(21) -0.0001(8)

O(1) in 48 f mmnx 1/8 1/8
x 0.42082(9) 0.4012(4)
B11 0.00157(10) 0.0102(6)
B22 = B33 0.00114(9) 0.0065(3)
B23 -0.00051(12) -0.0006(4)
(B12 - B13 - 0)

0(2) in 8 a bm 1/8 1/8 1/8
B11 - B-a 833 0.00103(12) 0.0060(5)
(B12 - B13 B2 - 0)

0(3) in 8 b 1m 3/8 3/8 3/8
B11 - B22 833 - 0.0101(15)
(812 - 813 - 0)

Bragg Residual, Rs 2.17% 11.85%
Profile Residual, Rp 7.03% 10.17%
Weighted Profile Residual, RWp 9.%% 13.26%
Expected Residual, RE 7.36% 8.45%

factor, a lattice constant, one atomic coordinate, eight or nine thermal parameters
and three site occupancies were required to describe the structure. The necessary
instrumental variables consisted of fourteen parameters to describe the variation
in background recorded by the five detectors, a zero-point for the 20 readings, and
three parameters to describe a Gaussian peak shape. The quality of the refinement
was assessed by three residuals: the weighted profile residual, Rwp, is defined as
(wi [ys(obs) - C,1yi(cal) 2/Zwdjyj(obg)]2 1/ 2, where y| (obs) and yi (cal) are individual
intensities in the step-scanned profile which are observed and calculated,
respectively; C Is the scale factor and wi is a weight applied to each observation
which Is equal to the reciprocal of the square of standard deviation of the
measured intensity. Rwp may be compared with the expected residual, RE, which

L is equal to ([n-p]/Zw~yi(obl)] 2)1 / 2, where n is the number of intensity
measmuments and p is the number of parameters employed in the model. Also of
interest is the Bragg residual ft analogous to the conventional figure of merit
evaluated in structure refinements performed with single crystal data:
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I IB(obs) - C-1 IB(Cal) I /ZIB(obs), where IB is the integrated intensity of the
individual Bragg peaks evaluated, in regions where maxima overlap in the
powder pattern, by assigning observed intensity in proportion to the values
calculated for the individual maxima.

RESULTS AND DISCUSSION

The neutron powder diffraction profile obtained for Y2Ti2O7 was of high
quality. The maxima had Gaussian shape, were for the most part individually
resolved, and easily detected above background over the entire range of 20. Figure
2 illustrates the quality of the fit to the profile measured by the last detector of the
spectrometer. The weighted profile residual of 9.96% and R8 of 2.17% are quite
satisfactory. Refinement of the oxygen site occupancies, subject to the constraint
that the total occupancy conform to a cell content of 56 ions, provided 1.003(2) for
0(0) and 0.990(9) for 0(2). The occupancy of the vacant 6b site, treated as the
dependent parameter, was -0.013(7). With all departures from the ideal site
occupancies less than two standard deviations and, in any cam, with shifts in a
direction which suggest no need for partial occupancy of the vacant site, the
oxygen array is shown to be fully ordered. The 0(1) and 0(2) positions were thus
assigned full occupancy in the final cycles of refinement. The effective scattering
length of the A site refined to 0.984(4) by. This corresponds to a very small (but
statistically significant) degree of disorder, Y having been replaced by 0.0115 Ti.
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Figure 2. Neutron powder diffraction pattern recorded for Y2TI207 with 1.5525(3) A
thermal neutrons at high angles. Data points are experimental intensities; lines
represent the fitted profile. The difference between observed and fitted intensity is
shown at the same scale directly below the profile. Maxima arising from the fluoritesubceHl ane indicated with boxed, bold-faced Indices
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The values of other parameters obtained in the refinement are summarized in
Table I. The 0(0) coordinate corresponds to a significant displacement of 0.462A
from the center of the tetrahedron, a consequence of the small size of the Ti4+ ion.
The thermal parameters indicate lack of pronounced anisotropy in the thermal
vibration of the ions.

Greatly diminished intensity of the superstructure intensities in the neutron
diffraction pattern obtained for Y2(Zro.6Ti.4)207 indicated substantial disorder
within both the cation and the anion arrays. Tentative values for the structural
parameters are listed in Table L The occupancies found for the oxygen sites are
0.917(7) for 0(0), 1.00(2) for 0(2) and 0.50(3) for the normally-vacant site at 8b. The
oxygen vacancy is thus half occupied with the majority of the ions seemingly
coming from 00) rather than 0(2) positions. The refined effective scattering
lengths for the cation sites A and B are 0.700(16) and 0.367(16) x 10- 12 cm,
respectively, compared with the values of by = 0.775 and (0.6 bzr + 0.4 bri) = 0.292
10-12 which would obtain if Zr4+ and Ti+ remain confined to the B site. If one
assumes that both species on B disorder with A with equal probability, the contents
of the 16c Y site represent A0.&46(lS)B0.154 or YOiZr0.093Ti0.062. Table I further
shows the lattice constant to have increased as a result of substitution of the larger
Zr4 + ion for Ti4+ and, similarly, that the position of 0(0) is less displaced from the
ideal tetrahedral site as a consequence of the larger effective radius of the cation
which constitutes B. As the occupancy of no site in this phase may be specified a
priori, there is strong correlation between scale factor and site occupancies and, in
addition, between occupancies and temperature-fa_.or coefficients. For this reason,
the results reported in Table I for Y2(Zr.Ti0.4)207 must be regarded as
preliminary. Further refinement is necessary (as the residuals suggest) as well as a
concurrent refinement of x-ray data to permit specification of the site occupancies
for all three cations.
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ABSTRACr

Nanocrystafline compacts Of 710 2 and Pd were prepared by first condensing the Ti or Pd
vapors in an inert gas atmospheme The Ti was oxidized in jjj to TiO2. Samples wene prepared
by scraping off and compactig the nanopase mateias into thin disks. Mwe small angle neutron

scaterin wasmeasredin dhe as-prepared condition and after isothermal anneals of up to 23 hrs,
at 550 foite 'lih and up to 3.3 hrs at 3000C for the Pd. Scattering data were obtained in ab-
solute cross sections. Integrated small angle scattering and maximum entropy methods were
used in estimating the structural prmts. The results are interpreted in terms of a model
which consists of nanometer siedg- =sOf the materials separated by boundary regions which
ae, on average, much less dense than the respective bulk materials; 21 % for die riO2 and about
56% for Pd. However, the boundary regions contain voids or pores, which contribute to these
density decrements. Possible sources of error are discussed.

lNTRODUJCrON

Nanophase materials =aplycrystals with typical grain sizes ranging from 2 to 20 run.
Such materials are usually prdcdby evaporation of metallic: vapors into an inert gas atmo-
sphere and controlled nucleation of nanometer sized clusters under ultraclean conditions, fol-
lowed by in sit conslidation in vacuum. Because of the small crystallite sizes, such materials
have a high interfacoe-to-volume ratio; it is even possible for a majority of the atoms to be associ-
ated with the boundary regions. Consequently, the chemical and physical properties of
nanophase materials may difrmarkedly from those of conventionally prepared materials; e.g.,
sintertng may take place hundreds of degrees lower in temperature. The work done to date on
nanophaseA materials and their potential for further applications has been reviewed [1-31. Small
angle neutron scattering investigations are capable.o yielding ination about the fine scale
microstructure of such materials and, hence, May be used in helping to understand their
prprte No behavior.

71e naniophase compacts used in the present study were produced by the gas-condensation
method, as described by[4]. High-purity Tior Pd (99.7% for Ti and 99.99% for Pd) was
evaporated hom a resistance heated W boat into a 0.3 to 0.7 kPa He atmosphere. The nanophase

*pesunarn address: Measure and Testing Center, Sichuan University, Chengdu,
Peoples Republic ofChin

APermnent address: Department of Nuclear Physics, University of Madras, Madras
600 025, India
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prcescondensed In the purified Wi atmosphere wait collected on a liquid-nltropn cooled
;db.Is the case ofl, the chamber was evacuated mid than raodly MWllewith about 2

k~aof02 ndthe material onidised ig Mm so1%.2 After evacuation, wenanopliase 1102 or Pd
was saPed off the cold-finger, collected and consolidated ino disits about 9 imm in diameter
and ahoot 0LS- o thick

Mhe small angle neutron scattering (SANS) neurments were carried out at the Argonne,
Interns I'he Neuton Sore(IFM). in this facility, neutrons are produced when 450 MeV
jaucs lepacoMn g M8~p a evymta egs Tesultigspalltic. -nut, u were mademore Suit-
able for SANS studies by use of a solid methane modeIaoperated at about 22IL A liquid-ni-
nourn cooled, s&l crystal MgO filter in the incident beam removed most of the unwanted fast
armos. (Clmon ad focusin wae achieved by use ofaP acrose pai of Soller collinutws.
Scatring data were collected in a constant "AI -0.0M binning node, using an mra-sensitive,
gas-filedpoporti onutrof theKopp-Doekowditype[5]. Allwascaering spectra wr
nesamedr a comonnmonitor value andr corcted'for the presence ofa highi-puity quartz-cell
smple holder. During dewa reduction, corrections were also made for sample thickness, sample
wrasndisslo and for the contribution ftom delayed neutrons [6]. Using neutron wavelengths
betwee 2.16 and 14A. these SANS data were binned into an S(q) array from 0.009 to o.2SA'
and were converted so absolute oe section by comparison with the scattering from a sec-
oodary intensity standard [7]. A naximium entropy panm, a generic version of which was
obtained from [8ton(S and which was modified for SANS analysis, was used in obtaining
patil ma distribustions.

The coherent scamtrig cross section at small values of momentum transfer (q) results
from correlations in the scattering length density (p(-r )) ranging upwards from atomic
dimensions and can be expressed as

- 2

whetre is a position vector in real space. In a pelimtinary investigation of die nanophase 7102,
it was poposed (91 that the microstructure of compacted, nanophase M102 could be understood
on dhe basis of a model which consists of nanometer sized grains of theoretically dense material
separated by boundary regions that are, on average, much less dense but which may contain
VOid. ainy, they atpedto usn the maximum entropy method [101 to exathde particle
rsiene srbto aH) fro de observed, scattering cross sections. The scattering was



*so
8(q ) =f [V,(r) 'I*(,)2() di,, (2)

0

where Ap is the difference in scattering length density md Vp(r) the volume eta particlea frdnis
rFbr honiogeneous, spherical particles,

O(qr) = -2 -4sin (qr) -(qr) w (qr)]. (3)
(qr)2

As is clear fim the discussion cnceming t iorncur model the connst required in Eq.
2 is not known a pNXL. Consequenly, ony upper limits for the material parameters could be
.tablished [91. An additionl piec otexlmr information is requited, ad Io at aL [III
have renmided us that this is conveniendy provided by a measurement of the bulk density of the
sample. The so-called invariant [ 12] for SANS can be written as

Qo fi q? S q)dq. (4)

0

Consider a two-phase model consisting of homogeneous rans of one phase embedded in an
otherwise homogeneous second phase. For this two phase model, the invariant can beexpresed as [11]

o -2X (Ap)p f(

where f. is the volume fraction of gramins. Our experimental observations extend only over a fi-
nite range in q-spwe, so in order to evaluate the invariant (Eq. 4) the Guinier applraiation [131
is invoked ftor the low-q region and the Porod approximation [141 for de higb-q end of the sa-
twing pfl&e Based on the assumptions just sMe the density of the sample is

d. -fS dg + (1-fs)db- (6)

whar db is the density of tie boundary region. If one furthe asme tha the boundary region
has the same uoichiometry as the grains, but with lower density, the contrast can be written as

Th allows for straightforward solution in terms of fs, fb andd given input values fr Q. g,
iadd. The values for the parameters for as-opacted 02 and Pd am given in Table.

that the Ti0 2 sample was about 68% of theoretical density and the Pd compact was about
80% dense,



so

TABLE I

Twn,tm i.map,_ d SANS aals of sa. nanha- 1O adP

- fiG1 Pd

Q0 (car 4) 0.2o610 , 0.165x102

S(cmIcm 3) 2.64x0 10  4.14x10 10

dg (gn*m 3)t 4.26 (nat rutile) 12-02 (2000
d, (f wm3) 2.9 9.16
f1  0.602 0.463

fb 0.398 0.537
db (gm ) 0.895 6.70

tpom 69h (6-199) EdiMo f fCRC mldhoak of Camisty md y sics

ne smallness of the mean density of the boundary regions as estimated from the two-
phase model is Wiling; in the case of iO2, it amounts to some 21% that of theoretically dense
rutile and 36% in the cae of Pd. On the basis of posiurn annihilation experiments [4] on simil
Ti 2 wisples, it was concluded [91 that the first peak in the maximum enMpy size distribution
could be ascribed to voids or pores. The first peak tends to disappear upon annealing in air at
550 as is shown in Fig. 1. Even so, the first peak in the size distribution could account only
for about 8% of de sanple volume. If the boundary re between adjacent grains is to have a
reasonable thickness, it must be concluded that a sigmficant volume faction of still lg voids
is probably present. This conclusion is consistent with results recently reported by Hahn et al.
[151.

o o-asrec.
9 .o =15mi

= 120 m
+ 240 m

o x - 1380 m
L

C.

. 0

0.0 3.0 6.0 90.0 12.o 150.0
r Il

Figure I. Serni-iopirtnic plot of the maxinim enm py size distribution
obtained from nunohse M02 cmwc sinsered at 5501C in air.

I _
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a=dsubb

L C!

1.5 1.9 i.3 2. 3.1 3.5
daubs (gm/cmxo43)

Figre2. The effec of varying the value of the sample density ad) n
flf& d-Here Q, 0.206x1022cur 4 , j5 2.64x10 t0

&iE ad ( -4.26 gnm.

The preset value for db for Pd shown in Tale I is well within the range of 42 to 66% that
for bulk Pd reported recently by iors et al. [11] for nanopliase Pd. Although it is dthat
voids ame ;pesent in Pd as well. we arm unable t estimate this contribution a0si s thedkw peaks
in the maxiruun entropy sam distribution are not resolved. T1hus. db values wre lower limits to
actual gri boundary values when porosity ia Mly taken into account.

Aside from the Aimplifying assumptions in the two-phase model, there are signifint
uncessintie with regardls to each of the four input pariancters listed in Table L For example.
obvious possible sources of error in detrmiin Q are: (1) the absolute intensity conversion
factor, (2) transmission coefficient detriain 3 delayed neutron comectiou, (4) extrapoka
tion to q-0 by use of the Guinier approximation, and(5) us of Porod's law to integrate Eq. 4 to
infinity. In the case of TiO2, there is concern about the stoichionmaty of the prains, which would
facior into pgd and QO, From an experimental point of view, the most uncertain parameter at
present is surely the effectve sample density, dg, for M02; ie.. the mean density of the material
exclusive of the lage voids which do not contiute to SANS in the range of out measurmns
The dependence of the derived values of fs fb and 4b on d, is illustrated in MSg. 2. Given the
effect that for example, an error of 10% ini the value of d, could have on 4, it is clear that if
slowring behavior in nanophase compacts is to he understood, careful density measurements in
conjunction with the SANS measuremnents wre requited. The effect of uncertaites in the inpu
piat Pi: and the possility of an additional source of scattering will be explord mreP fully in
a forthcoming paper.
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SURACE rIYITICATION BY EUTRON REICTION

B. FAIJOUX
Laboratoire Lion Brillouin (CIA-OURS), CEN-Saclay
91191 Gif-sur-Yvette Cedex, France

AUTRACT

Several phenomena analogous to those observed in classical optics, such
as reflection, refraction and interference, are also observed with slow
neutrons. Information on surface properties, described by a refractive index
profile, can be extracted from reflection experiments. This information is
similar to that obtained by X-ray reflection. However, there are some
instances where the new neutron method provides a distinct advantage. The
refractive index is related to the scattering length density, a parameter
which describes the neutron-matter interaction. Owing to the magnetic
interaction, magnetic materials have a neutron spin dependent refractive
index, and a critical reflection of polarized neutrons is a particularly
sensitive probe of surface magnetism. On the other hand, in contrast to
X-rays, neutror scattering length values vary randomly from element to
element. Isotopic substitution can then produce a contrast in the scattering
length density. Of particular importance is the large difference between
hydrogen and deuterim. This is a distinct advantage for studiyng many
problems in surface chemistry, particularly in the polymer field.

INTRODUCTION

Many ^echniques are used to investigate the structure of materials near
the surface. Some are concerned with atomic structure on the scale of a few
angstroms, but it is important to understand the structure on the
macroscopic scale of a few hundred nanometers. Reflection of X-rays has been
successfully applied to the study the density profile close to the surface
(1][2]. Reflection of slow neutron beams is now used for surface
investigation in various system such as multilayers, polymer layers, and
magnetic layers. The information given by this technique is formally the
same as for X-rays, but owing to the specific neutron-matter interaction
(31, this information is complementary and sometimes unique.

NEUTRON REFLECTION

Many optical phenomena observed with electromagnetic radiation such as
reflection (total or partial), refraction, and interference are also
observed with slow neutron beam [4]. All these effects are described by
using the same optical law corresponding to the electric vector
perpendicular to the plane of incidence (s-waves). In this frame, a neutron
refractive index of a medium in vacuum is defined as

Msa l&. SO. Symp. PrM. VeA 1V e11G Mstsasge Reeerel, ieAu/W v j
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where R - - X
2 

is the kinetic energy of the neutron (h Planck's constant,
2m

mass m and de Broglie wavelength A) in vacuum and V the potential
experienced in the medium. The reflection process is forward scattering.
Then, for a pure nuclear interaction, the potential is derived from the
Fermi pseudo-potential

h2 Nb
V 2 2& (2)

with b thc bound coherent scattering amplitude and N the number of
scattering nuclei per unit volume. The quantity Nb, the coherent scattering
length density, is a characteristic of the medium. When polarized neutrons
are used, with a magnetized sample, the magnetic part of the potential is
given by [51

V. - P±L.B (3)

where the ± signs refer to the neutron spin direction parallel or
antiparallel to the magnetic induction B and Pn is the neutron dipole
moment. The index of refraction is then spin direction dependent.

Taking into account the absorption cross section a of the medium and
considering pure nuclear interaction, the neutron refractive index is
expressed as [61

n- & + 11 (4)

with & - A2 and 0 X.

For most materials I is negligible and & is positive and small. Two
facts must be noted : i) Total external reflection can occur at the
interface between vacuum and medium if the value of the angle e of the
neutron beam and the surface is less than a critical value O. which is given
by cosO - n,

6C - (-) 1/2 (5)

Alternatively, for a fixed angle 0, total reflection occurs for neutron
wavelengths larger than a critical value X.

By isotopic substitution, values of Nb and then the index of refraction
can be changed to some extent. This is a distinctive feature of the neutron
technique. Values of Nb, critical angle and refractive index for some
selected materials are given in Table I.

One of the variables used to describe the specular reflection process
(elastic scattering) is the wave vector transfer perpendicular to the
surface

q - sins (6)

A'
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TABLE I
Values of scattering length density (Nb), critical angle (0,/> or e/>,),

deviation of the refractive index from unity (1-n), for some selected solid
and liquid materials. (PDKS Polydimethyl-Siloxane)

Materials Nb e/A 1-n

(10"1 0
)(c*/cm3

) (10"
3
)(radians/A) (10-6)

SiO2  3.959 1.1226 0.630

Si 2.073 0.812 0.330

Ge 3.637 1.076 0.579

Ni 9.406 1.730 1.497

NiSS  13.151 2.046 2.092
C (diamond) 11.712 1.931 1.864

Ti -1.945 - -0.302

Mn -2.944 -0.445
H20 -0.561 - -0.089

D20 6.398 1.427 1.017

Toluene H 0.943 0.548 0.150
Toluene D 5.718 1.349 0.910
PDMS H 0.064 0.143 0.010

PDMS D 5.008 1.263 0.797

For q values smaller than the critical value

% - 4(Ufb) 1 / 2  
(7)

total reflection occurs. For q > qc the neutron beam is partially reflected
and partially transmitted in the medium.For a perfect homogeneous surface
corresponding to a step function in the potential V, the reflectivity
profile, defined as the ratio of the reflected and the incoming intensity,
is given by the Fresnel's law [7]

2x2 - 1 - 2xAX.

- - 1 - 2X Gil (8)22 I + 2X x -i
with X - q/q. or 0/Oc or Xc/,\. The reflectivity curve is composed of two
parts : the total reflection plateau (R-l) for X 4 1, and the reflectivity
profile for X > 1 where the intensity decays rapidly. For large values of X
(X > 5), R behaves as

k If the surface is not perfect, the reflection profile deviates from the

Fresnel value Rf . This deviation contains information about the surface
structure in a direction perpendicular to the surface.

iI. :"



EXPER)MEMAL NI?3DS

Considering the expression (8) the reflectivity profile is a function
of two variables, 0 and A. Then two experimental methods can be used in
neutron reflectometry. i) In the classical method a monochromatic beam
impinges upon the surface with an angle 8. A 0-20 scan is performed. The
reflectivity profile is then recorded as a function of the angle for angles
greater than 0. (eq.(5)). This method is currently used with X-rays and for

some neutron reflectometers (see Table II). ii) The second method uses a
fixed geometry ; the angle of incidence is kept at the same value and the
incident wavelength varies. The beam intensity is sorted by a Time-Of-Flight
(TOF) method. The reflectivity profile is recorded as a function of the
wavelength for wavelengths shorter than the critical value X. (eq.(5)). This

TOF method is naturally used at pulsed neutron sources, but also at some
steady state reactors [8] (Table II). It offers some advantages with respect
to the conventional monochromatic beam method. First, a constant geometry is
used, which means that the illuminated sample surface is the same for the
whole wavelength range covered. Second, a large wavelcngth range is measured
simultaneously. Third, the rapid decrease of the reflected intensity can be
compensated by the shape of the spectral neutron distribution.

In a neutron reflection experiment the sample size is of the order of
few cm

2
. Owing to the rather low source intensity compared to X-rays, the

beam is defined by slits of a few tenths of a millimeter. The resolution
function of the experimental set-up is determined by measuring the
reflectivity of a bulk material with known coherent scattering length
density. The procedure to extract physical information from a reflectivity
measurement is rather indirect. In many cases, one starts with a given model
of the surface structure, calculates the theoretical reflectivity curve, and
then checks the fit with the experimental data. In the case of a bulk
sample, the calculation is done by using the Fresnel formula (8). For more
complicated systems (multilayers or a density profile near the surface) the
calculation can be done by using the optical matrix method [9] in which the
near surface is divided into a number of layers whose thickness and
scattering length densities are chosen from a given model. Roughness effects
[10] can be introduced in-between each layer as a gaussian distribution
[11)[12]. An alternative method is to start from the interaction potential
(eq.(2)) and to use the formalism of the Schr6dinger wave equation in one
dimension (13]. This formalism has been used for example to predict the
reflectivity curve for a concentration profile of a polymer solution [14].

KIU.IKITS

Since the first observation of the neutron total reflection in the
early days of the fifties [15)[16], this technique was only used for many
years for technical applications. It was an important method for the
determination Pf the coherent scattering length values. Twenty years after,
these measurements were done with great accuracy by using the effect of
gravity in the determination of the neutron wavelength [17]. In the
seventies, the neutron reflection process has been extensively used at
nuclear research reactors which have cold neutron sources and long neutron
guides [18](19] (about 100 meters). In this way it was possible to
accoodate many experimental spectrometers in large halls away from the
reactor building. Other optical devices has been developed such a multilayer
monochromators (20] for long wavelength neutrons or polarising mirrors to
produce polarized neutron beams (211[221.

It is only recently that the measurement of the reflection curve has
been used to determine surface structure at the scale of a few hundred
nanometers with a resolution of about one nanometer. As can be seen by

__ ____I
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looking at Table II, a large number of dedicated instruments have been
designed or comissioned during the last decade.

TABLE II NEUTRON REFLECTOIETERS
- variable parameter : V wavelength, A angle,

Detector : Id - linear, XY - area

Laboratory Source Reflectometer Type Date Detector

JULICH (G) Steady TOREMA W,(A) 1988 ld

HKI (G) Steady W,(A) ? Id

ISIS (CB) Pulsed CRISP (W),A 1986 Id (XY)

ILL (F) Steady D17 W,(A) 1983 XY
UCN (W),A 1989 single
EVA W(A) 1990 ld

LLB (F) Steady SESI (W),A 1984 XY
EROS (W),A 1990 XY

DELFT (NL) Steady (W),A 1990 single

RISO (DK) Steady W,(A) 1990 single

ANL (USA) Pulsed POSY-1 (W),A 1984 XY
POSY-2 (W),A 1988 XY

BffL (USA) Steady W,(A) 1988 single

NIST (USA) Steady W,(A) 1989 single

LANSCE (USA) Pulsed SPEAR (W),A 1989 ld (XY)

The technique has been applied to investigate interfacial phenomena in
physical chemistry including structures of fatty acid multilayers (231,
structural properties of adsorbed polymer layers at the air-water interface
(24], and a polymer solution interface 1251. An example is given in figure
1 : the sample is a polymer (Polydimethyl-Siloxane) in dilute solution in
Toluene. This case is known as a strong adsorbtion of the polymer at the
free interface [26]. Isotopic substitution (deuterated polymer in
hydrogenated solvent) enhances the contrast. The concentration profile
created is revealed by checking the reflectivity curve wilh a calculation
obtained from scaling law predictions [27] of a self-similar concentration
profile. Experimental data are in good agreement with the proposed model of
a thin (1.3 nanometers) layer of adsorbed polymer followed by a
concentration profile decreasing with a power law up to a distance of the
order of the radius of gyration (5 nanometers) (28].

0

- Figure 1. Decimal logarithm of the
reflectivity versus wavelength, for

a dilute solution of Deuterated
PolyDimethyl-Siloxane (molecular

weight 19000 ; polydispersity 2.3
radius of gyration 5 nanometers

- volume fraction 3 10.2) In toluene.
Crosses: experimental points, solid

line theoretical prediction.

dotted line : theoretical curve for
a bulk sample. Angle of reflection

SO IO IAed (ee) O. *
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Interfacial phenomena, such as the enrichment of the surface in one
specie [29)[301 or the process of interdiffusion of two polymer layers [31],
can also be investigated by neutron reflection. In many cases these layers
are deposited on bulk substrate [32]. The knowledge of the surface structure
is then also important. In figure 2, the neutron reflectivity curve of a
Sodocalcite glass used as a support for metallic multilayers is shown
together with the X-ray measurement [33]. Clearly the neutron experiment
shows the existence of a depletion layer which is important for the
efficiency of the multilayer.

-TI
IS I I t.

Alp low"$

U 0.1 0.6 1.0 1.2

Figure 2. Decimal logarithm of the reflectivity versus wavelength for a
polished surface of Sodocalcite glass. Angle of reflection 0.5'. Crosses :
experimental points, points : theoretical calculation for a bulk homogeneous
sample, solid lines : Best fit taking into account a depletion layer of 56
nanometers at the surface with a density lower than the bulk. In the
insert : X-ray measurement (Reflectivity versus angle) for the same sample.
The best fit is obtained by using the density of the depletion layer as the
bulk density.

The study of surface magnetism is another instance where neutron
reflection is of prime importance as seen by the increasing number of
experiments [13]. For example, the magnetic field profile perpendicular to
the surface can be probed [34]. It has been measured in sup.rconducting
films for example [35]. As predicted [36] and proven [37], this technique is
sensitive enough to detect a magnetic layer of a thickness of one atomic
plane.

COcuOIN

Neutron reflection is a new non-destructive method to test the near
interface structure at the scale of a few hundreds of nanometers with a
resolution approaching one nanometer or less. This young technique
(developed at the beginning of the eighties) is complementary to the well
known X-ray method, but offers some distinct advantages when contrast can be
enhanced by isotopic labelling or when magnetic phenomena are involved.
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ABSTRACT

The interdiffusion of Cadmium Arachidate (CdA) in Langmuir-Blodgett
films has been studied by neutron reflection at the Intense Pulsed Neutron Source
of Argonne National Laboratory. One of the samples consisted of a few layers of
perhydro H-CdA deposited on a silicon support overlayered with a few layers of
deuterated D-CdA, for a total thickness of-300 Angstroms. In a second sample the
layers of perhydro- and deuterated- CdA were separated by two monolayers of H-
n-octadecenelco-maleicacidcopolymer. When heated for 15 minutes at 70" C, well
below the disorder temperature [1], approximately 25% of the D-CdA molecules
were replaced by H-CdA molecules, although the overall Langmuir-Blodgett film
structure is known to remain unchanged [1]. The presence of copolymer layers
limited the interdiffusion process to about 5%.

INTRODUCTION

Neutron reflectivity principals are well-known and have been extensively
treated in the literature [2). The reflectivity of neutrons provides a useful method
to investigate surface and interfacial phenomena on a nanometer size scale. With
neutron reflectivity the density profile of a thin film can be quantitatively assessed
by isotopic substitution of hydrogen by (for example) deuterium for selective
species present in the film. For example, Anastasiadis et al.[31 used neutron
reflectivity to study behavior of thin films of symmetric poly(styrene-b-methyl-

methacrylate) diblock copolymers. Selective deuterium labeling of one block
provided ample contrast and highlighted specific blocks of the copolymer chain.

Neutron reflectivity has also been used to evaluate the concentration profile of
polymer segments near the air-solution interface [4]. Russell et al.[5] have applied

Mt. R*. Sc. Synp. Proc. Vol. 155. 01990 1Itulwale Research Society



neutron reflectivity to investigate the interdiffusion of two layers, composed of
polymer molecules where one type of the molecules is deuterated and the other is

Limited studies have been conducted on Langmuir-Blodgett (LB) films, but the use

of neutrons to probe biological and LB films is of great current interest [6). For

example, neutron reflection of LB films have boe reported by Nicldow et al. [7] and

Highf eldetal. [8]. Toourknowledge neutron reflection has notyet been used to study

interlayerdiffusion inmultilayerLB films. LB films can be considerably thinner than

the polymerfilms discussed earlier. In this work we report the first results on interlayer

diffusion of Cadmium Arachidate in LB films.

One of the most important problems in the use of LB films in integrated optics
devices is to know the equilibrium structures of LB films at ambient temperatures and

to determine any change in the structures atelevated tempeatures. The determination

of the interlayer diffusion coefficients is very important, leading to methods for

predicting aging for such characteristics as SHG. It has been shown that LB films of

optically active chromophores interleaved with neutral spacer layers of fatty acids or

salts show promise in attaining the theoretically predicted quadratic enhancement of

the SHO signal with the number of optically active layers [9,101. It has also been

shown that interleaved layers of the chromophore hemicyanine and cadmium arachi-

date give more stable films than pure LB films of hemicyanine at moderate tempera-

tures as determined by FTIR spectroscopy [ 11]. Interleaved structures are necessary

because SHG requires noncentrosymmetric structures. Interdiffusion may destroy or

alter the noncenrosymmeuic nature of interleaved films.

EXPERIMENTAL

Langmuir-Blodgett films were prepared in a Joyce-Loebl Langmuir trough.

The trough was enclosed by a class 100 laminar flow modular clean room. For the

subphase deionized and filtered water with a resistance of 18.3 M1l-cm was used.

Cadmium chloride was added to the subphase to a concentration of 10, M. Deuterated

Arachidic Acid was obtained from Cambridge Isotope Laboratories and used without

further purification. The arachidic acid was more than 97% deuterated, with the

composition verified by Raman spectroscopy. Concentrations about I mg ml-I in

chloroform were used as spreading solutions. Starting with an upstroke, Langmuir-

Blodgett layers were deposited on 187 mills thick. 2 inch diameter silicon wafers with

one side polished (Semiconductor Processing Company). One of the samples
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consisted of 6 layers of perhydro Cadmium Arachidate (H-CdA) deposited on the
silicon support and then overlayered with 5 layers of deuterated Cadmium Arachidate
(D-CdA). In a second sample, 4 layers of H-CdA were first overlayered with 2
monolayers of perhydro n-Octadecene/co-maleic acid copolyme. The copolymer
layers deposited only on the upstroke so that these were of Z-type. After the
copolymer layers, the LB film was overlayered with 4 layers of D-CdA. All CdA
layers deposited as Y-type. The copolymer layers constituted a diffusion barrier
between the deuterated and perhydro CdA. The surfwe pressures for deposition were
30 miN m-l.

Neutron reflection on the LB films was performed at the Intense Pulsed
Neutron Source at the Argonne National Laboratoty. The POSY II neutron reflec-
tometer was used for this purpose. Angles of 0.4, 0.8" and I.2 were used for the
experiments. The time of each experiment was at least 12 hours. After specular
reflection profiles were obtained, each sample was heated for 15 minutes at 70% and
a second neutron reflectivity measurement was conducted.

RESULTS AND DISCUSSION

To measure interlayer diffusion in the two LB films with the neutron
reflectometer, reference samples were prepared and analyzed. Two reference
samples had either an LB film of H-CdA or a LB film of D-CdA. The specular
reflection profiles of these two samples were not expected to change from the profiles
obtained atroomtemperatureifthe samples were heated for 15 minutes at70* C. From
the experiments we found no change, suggesting that no ablation of the LB films
occurred and that the thickness of the films was not changed.

The neutron reflectivity results for the sampleconsisting of 6 layers of H-CdA
covered by 5 layers of D-CdAis shown in Fig. 1. The room temperature reflectivity
is plotted versus the neutron momentum perpendicular to the sample surface k = 2s
sinel), where 0 is the angle of incidence with the surface, and X is the neutron
wavelength. The open circles represent the data taken before heat-treating the sample
and the full circles are the data taken after heating the sample to 70C for 15 minutes.
The oscillations represent the interference pattern of neutrons reflected from layers of
different refractive index. The most relevant feature of Fig. 1 is the decrease in the
reflectivity after the heat treatment. Since the refractive index of D-CdA is much
stronger than that of H-CdA, the lowering of the reflectivity indicates that the two A

layers am mixing, and in particular the D-CdA molecules of the upper layer are



105

* 1 COLD

Iwo

1I [ €o

6 6.01 .82 0.62 6.64 6.65

NEUTMN uMOUENTUM (A")

Fig. I. Reflectivity profile of a Laigmuir-Blodgea film consistng
of 6 layers of H-CdA on silicon, covered by S layers of D-CdA.
The measurements were taken at room temperature. before (open
circles) and after (full circles) tneading fhe sample for 15 mnuse at
70'C.

100

COLD

110

-I-0

6 .O .62 6.63 6.64 0.66

NEUT MOMENTUM (A)

Fig. 2. Rdfloctivit[ poflse of a Lngmu E-Blodge flm if 4 layes

of H-CdA on sili covered by 2 layers of a copolymer mid 4
layers of D-CdA. The measurements were takdren at room
ic.m crm, before (open circles) and after (fall ¢cies) annealing

the sample for 15 minutes at 70"C.

/



107

replaced with to containing light hydrogen by approximately 25%.

The placement of two polymer layers between the H-CdA and the D-CdA
layers retards dramatically the diffusion between the layers. This is shown in Fig.
2, where is presented the reflectivity of a 4 layers H-CdAt2 layers coPOlymerl4
layers D-CdA sample beore (open circles) and after (full circles) annealing at
70'C for 15 minutes. In this case, less than 5% of the molecules have interdif-
fused.

The results are surprising for the sample of H-CdA and D-CdA only. It is
known from FIIR studies that heating to 70- C and cooling causes no significant
change in the orientation of CdA molecules in LB layers of CA A 1). Thus ourresults
suggest that intenliffusion takes place without causing a change of orientation of the
fatty salts in the LB layers. The presence of a polymer layer can present a barrier to
the inteadiffusion process
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ABSTRACT

Using the technique of polarized-neutron reflectometry, we have studied the mag-
netic moment distribution in the interfacial region of an epitaxial film consisting of 97 A
Y(000l) atop 1000 A Gd(0001). At T = 151 K, with an 80 gauss field applied parallel
to the surface (basal plane), we observe two distinct ferromagnetic regions: the Gd bulk
and a layer with reduced magnetic moment at the Y/Gd interface. Above the bulk Curie
temperature, at T = 295 K (7? = 293 K), we observe no net magnetization in either
the bulk or the interface.

INTRODUCTION

The interfacial magnetism of Gd has been a subject of intensive study over the
past several years. These experiments fall into two main categories: work on Gd sur-
faces (Gd/vacuum interfaces)1'2 and studies of synthetic Y/Gd superlattices.M4 In this
paper, we describe work that represents something of a hybrid of these two fields. Using
polarized-neutron reflectometry, we probe beneath the surface to study the layer-averaged
magnetic moment as a function of depth of a single Y/Gd interface. Our particular aim
is to study the magnetic moment of the Gd layers at the Y/Gd interface as a function
of temperature and compare this behavior with that of the free Gd surface. This paper
describes our initial efforts toward that goal.

X-RAY CHARACTERIZATION OF SAMPLE

Our sample was grown by molecular-beam epitaxy (MBE) at the University of
Illinois by A. Matheny, J.A. Dura, and C.P. Flynn. The substrate is AlOs(1120) on which
is grown a 1000 A Nb(10) buffer layer, followed by a 300 A Y(0001) seed for I000 A of
Gd(0001), which is covered by a 97 A Y(0001) cap. X-ray diffraction measurements show
the rue-earth layers to be good three-imensional sge crystals with mosaic spreads ofj0.4' fwhm.

We measured the x-ray reiectivity of the sample in order to obtain its chemical
depth profile. Figure I shows the logarithm of the x-ray reflectivity as a function of
momentum transfer Q normal to the surface. The oscillations we caused by the 97A-
thick Y cap layer and ae very sstive to the topmost Y/Gd interfac; the absence of

Nme . S ym. 8 Pie. VaL 19lm ING Mmebs ftessrsb Sodey
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higher-frequency oscillations indicates that, an a result of the roughness of the lower-lying
interfaces and the resolution of the instrument (6 = 0.48 mradian), we are not sensitive
to those interfaces below the vacuum/Y and Y/Gd. We have developed a multi-layer fit
routine based on the recursion formula of Parratt.s The solid line in Figure I shows the
best fit to the data with the Gaussian-distributed roughnesses of the Gd/Y, Y/Nb, and
Nb/AI20 3 interfaces fixed at 20 A. The overall intensity, thickness of the Y cap layer,
and the roughnesses of the vacuum/Y and Y/Gd layers were optimized by non-linear
least-squares to yield dy = 97 A, vor =13 A, and oyoj = i I A. These parameters are
used in the fits to the neutron data.

0w - 13 A At
L7 A -Y(M0]) J fi-t A6

9A -Y(0i) - o
ars- 200ooo A d(10)

-20 A

10-3

0.00 0.04 0.08 0.12 0.16 0.20

Q

Figure I. The x-ray reflectivity of the sample is fit to the model shown in the inset. The
solid line is the fitted curve.

NEUTRON REFLECTIVITY

We used the BT-4 instrument at the National Institute of Standards and Technol-
ogy (NIST) Neutron Beam Split-Core Reactor (NBSR) to carry out our measurements. A
graphite monochromtor produces a beam with AW/A = 0.01, which passes through Cd
collimating masks with single slits that reduce its angular divergence to 11(0.3 mradian).
An Fe-Si supermirmr array (93% polarization efficiency) and an rf spin flipper polarize
the beam before the sample, which sits between Helmholtz coils that apply an 80 gauss
magnetic field in the plane of the sample surface parallel or anti-parallel to the incident
neutron polarization. The specularly reflected intensity is collected in a 3He detector a
a function of incident angle and neutron polarization.

The reflectivity of a spin-polarised neutron beam depends very sensitively on the

_ _ _ _ _ _ _ _ '
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magnetic moment profile of the sample. The neutron refractive index is:'

n, = I - 2 b ± Cp(z)], (1)

where A is the neutron wavelength, N the density of scatterers, b the neutron-nuclear
scattering length, p(z) the layer-averaged magnetic moment, and C = 0.2695 x 10-12

cm/pB. By measuring the reflectivity of neutrons polarized parallel and anti-parallel
to the sample moment one can, in principle, determine p(x). Figure 2 (top) plots the
parallel (It) and anti-paralel (J1) reflected intensities (corrected for incident polarization
efficiency and background) of our sample at T = 151 K. A convenient measure of the
sample magnetization is the spin asymmetry,

A it- (2)

Figure 2 (bottom) shows the spin asymmetry of the data along with the best-fit curves
for the two models of magnetic profile shown in the inset. The dashed line is the best
fit when one considers the Gd layer to have uniform magnetization and fits that mag-
netization and the Y/Gd interfacial roughness. We obtain a better fit by allowing the
interfacial region to have a different moment from the bulk and varying that moment, the
bulk moment, and the thickness of the interface. The 66 A interfacial thickness should be
taken only as an upper limit, since we have not scanned far enough out in Q to determine
the true thickness. Clearly, one must consider the interfacial region as having a different
magnetic moment from that of the bulk. Vettier, et al4 have observed a similar behavior
in Y/Gd synthetic superlattices. We have also measured the reflectivity at T = 295
K (above Too = 293 K) and detect no magnetic moment ('10.2 lA), in contrast to the
free Gd surface, which exhibits an interface moment above the bulk Curie temperature.1,2

COMING ATTRACTIONS

We have described here the first measurements in our survey of the Y/Gd inter-
face. We have observed that this interface exhibits a different moment from the bulk at
T = 151 K and that both moments go to zero above 7c"' = 293 K, in contrast to the
behavior of the free Gd surface. Recently, in collaboration with Y.Y. Huang and G.P.
Felcher at the IPNS at Argonne National Laboratory, we have investigated more thor-
oughly the reflectivity for temperatures near Tc and will study the field dependence of
the in-plane moment in an upcoming experiment. We plan to measure the temperature
dependence of the easy axis of magnetization using exit-beam polarization analysiss and
grazing-angle diffractions since these methods are sensitive to out-of-plane magnetization,
while simple specular reflectivity is not. We hope, by these experiments, to perform a
complete analysis of Gd interfacial magnetism in this system.
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of the models in the inset.
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ABSTRACT

Neutron diffraction patterns of MBE-grown single crystal zinc-blende

epilayers of Cd x MnxSe with x-0.70 and 0.75 reveal the onset of long-range

Type-III AF ordering at low T, in sharp contrast with earlier studies of

bulk I-VI diluted magnetic semiconductors, where only short-range Type III

correlations are observed. Results of first neutron diffraction studies of

magnetic ordering in MBE-grown ZnSe/MnSe superlattices are also reported.

INTROiUCTION

We report the first neutron diffraction studies of new A IxMnxBVI dilu-

ted magnetic semiconductor (DHS) systems prepared in the form of thin films

and multilayer structures using molecular beam epitaxy (MBE). The Allx nxBVI

D14S materials have been extensively investigated during the last decade due

to their many unique properties (for reviews, see, e.g., Refs. [1,2]). Zinc-

blende (ZB) structure A 1xMnxBVI systems (such as Zn1 .xNnxTe or Cd 1 MnxTe)

are of considerable importance to contemporary studies in magnetism because

they offer practical examples of strongly frustrated, randomly diluted 3D

Heisenberg antiferromagnets with well-characterized and predominantly short-

range Mn-Mn exchange interactions [2,3]. Both the frustration due to the fcc

spin lattice and the random dilution presumably play a key role in driving

the transition to a spin-glass-like phase observed in these alloys at low

temperatures [4]. The exact nature of this phase is still a matter of deba-

te, especially for higher Mn concentrations (x 0.4), with conflicting argu-

ments that favor either a spin-glass transition (5] or a dynamically

inhibited AF transition [6].

The only direct microscopic picture of the low-T magnetic phase in DHS

alloys has been provided by neutron diffraction experiments on bulk mate-

rials (7]. These studies have indicated the formation of Type III AF order

Mo. Rl. So. Symp. Proc. Vo. 16. 819H Matri77 Re17h Socety
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(AFM-III), in agreement with Anderson's theory of fcc antiferromagnets [8].

However, even for the highest magnetic concentrations studied so far

(Zn0 .32Mn0 .68 Te and Cd0 .30Mn0 .70Te [7]), the AFM-III order is only short-

range, with a maximum observed correlation range of -70A. The SRO-LRO tran-

sition is expected to occur at fairly high Mn concentrations that are tnac-

cesible by usual bulk-growth techniques (1].

The limitations on alloy composition can be overcome by using the non-

equilibrium MBE growth technique. For instance, it has been recently demon-

strated that using this method one can prepare ZnSe/MnSe superlattices with

ZB-type MnSe layers [9], which offers the first opportunity of investigating

a DMS system in the x-1.0 limit (it should be noted that MnSe does exist in

a bulk form, but those crystals are of the NaCl-type and belong to a dif-

ferent magnetic class than the OS alloys). Another recent development in

MBE growth of entirely new DMS systems has been the preparation of ZB-type

Cdl xMnxSe epilayers [10]. In bulk, Cdl xMnxSe exists only in the wur+tite

form with x 0.50. However, the epilayers can be obtained in the 7B form up

to Mn concentrations as high as x-0.75, and with thicknesses up to 2um.

In this paper, we present results of neutron diffraction studies of

magnetic ordering phenomena in the new MBE-g-own DMS systems. The magnetic

properties of ZnSe/MnSe superlattices have been studied using SQUID f0 gneto-

metry (11] which indicated that MnSe layers with larger thicknesses (d30A)

exhibit a clear tendency toward AF ordering. The results of our experiments

provide the first detailed microscopic picture of the AF stucture which

forms in such layers. This order is of the AFM-III type, and has a very long

range in the layer plane. More surprisingly, the formation of long-range

AFM-Ill order has also been observed in CdixMnxSe epilayers with x-0.70 and

0.75. This latter observation sharply contrast with all previous studies of

magnetically diluted II-VI DMS alloys in which, as noted, only short-range

AFM-III correlations have been seen.

EXPERIMENTAL RESULTS

The measurements were carried out at the NBS 20 MW reactor at National

Institute of Standards and Tehnology using a triple axis spectrometer opera-

ted in the elastic diffraction mode. The energy of the incident neutrons was

14.8 meV, and the beam collimation was 40' throughout the spectrometer for

most of the data. The samples were placed in a varlable-T cryostat, and were

oriented with the scattering plane coincident with the (001) or (010) plane,

and hence perpendicular to the (100) epilayer (or multilayer) surface.
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CdIX1 nxSe Epilayers

The growth of Cd1 xNnxSe epilayers on (100) GaAs has been fully descri-

bed elsewhere [10]. The samples examined in the present neutron difftiction

study had compositions x-0.40, 0.54, 0.70 and 0.75, as deduced from lattice

parameter measurements, and thicknesses up to 2#m. Measuremnts of the in-

plane and out-of-the plane lattice parameters show no detectable tetragonal

distortion, which indicates that the strain resulting from the the lattice

mismatch between the substrate and the epilayers is relieved in a relatively

thin area adjacent to the substrate by the formation of dislocations. Apart

from such dislocations, transmission electron microscopy studies indicate

the formation of stacking faults, typically spaced at intervals of 300-500A.

Neutron diffraction measurements on epilayers with x-0.70 and 0.75 re-

vealed that, below a well-defined critical temperature TN, additional dif-

fraction maxima are observed corresponding to magnetic AFM-IJ1 superstruc-

ture points. The AFM-III structure has a tetragonal unit cell, corresponding

to doubling of the crystallographic unit cell along one of the cubic axes.

The allowed (hkl) reflections for this structure have an odd half integer

index n/2 which corresponds to the doubling direction, and of the remaining

indices one is even and one is odd [e.g. (3/2,5,0)]. Normally, one observes

three families of reflections at (n/2,k,I), (h,n/2,1), and (h,kn/2), aris-

ing from domains with the tetragonal axes oriented, respectively, along the

[100], (0101, and [001] directions.

A striking feature of the AFM-III correlations observed in the present

data is the LRO shown by domains with the tetragonal axes within the epi-

layer plane. In experiments on bulk DMS crystals [7], the magnetic peaks are

much broader than the nuclear peaks, and Lorentzian in shape, indicating

short-range AFM-III correlations. In contrast, the magnetic peaks arising

from the in-plane AFM-111 domains in the epilayers are clearly Gaussian in

shape (see Fig. 1), and, as has been checked by performing a series of high-

resolution measurements, their widths are comparable to the intrinsic nuc-

lear reflection widths. In other words, the AFN-III correlations are long-

range in character, with a length (-400 A) comparable to the crystallogra-

phic coherence of the Cdl xMnxSe lattice itself. It should be noted, how-

ever, that the LRO does not develop in the AFM-JI1 domains with the tetrago-

nal axis normal to the epilayer plane: as illustrated in Fig. 1, the peaks

arising from such domains are decidedly weaker and broader than the peaks

from the in-plane domains, clearly indicating SRO with a correlation length

well below 100 A.

_i
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Fig. 1. The magnetic peaks observed at (101), (110), and (|01) reflection
points in a Cdo. Mn .7Se epilayer at 4.2 K. The insetsshoew the orienta-
tion of the AFM-lIIIun'it cell with respect to the epilayer plane (YZ) cor-
responding to each reflecting point. Note the striking difference between
the reflections for the in-plane and normal-to-the plane orientations.

Epilayers with x-0.40 and 0.54 do not show detectable magnetic peaks.
This is attributed to the fact that at these concentrations only SROwith a
relatively small correlation length is possible, which results in insuffi-

cient neutron scattering intensity.

nZn~eAe wlttlavers

The ZnSe/MnSe multilayer samples were grown by BE on (100) GaAs sub-
strates. The samples consisted of 100-200 ZnSe/MnSe btlayers, with the MnSe
layer thicknesses between 22 and 55A.

As in experiments on Cd x nxSe eplayers, the low-T diffraction pat-
terns of the ZnSenSe superlatthces have reveale distinct magnetic maxima

eat AFi-el points. However, n contast to those results, the data fr the

multlayers clearly show the fomaton of AFg-w dmaons with the tetrago-

stae.Tesmlscnitdo 0-0 nei~ iaes ihteN~
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Fig. 2. Diffraction maxima observed in a ZnSe/MnSe superlattice at the (110)
AFM-I11 reflection point for (A): [100] scanning direction (normal to the
MnSe layers), and (B): [010] scanning direction (parallel to these layers).

nal axis normal to the growth plane, while there are no detectable peaks at

the superstructure points corresponding to the in-plane axis orientation.

Examples of the data obtained from scans through the (10) reflection point

in a superlattice consisting of 200 periods with 22 A MnSe layers (corres-

ponding to 7 monomolecular planes) are shown in Fig. 2. The peak observed

for the [100] scanning direction (Fig. 2 A) is extremely broad, and its

width (AQ-0.25O.01 A-I) indicates that the magnetic correlation range in

this direction (4O.941J = 23±1 A) is essentially the same as the MnSe layer

thickness. The maximum exhibits no detectable interference features indicat-

ing propagation of the AFM-I1I order through the non-magnetic ZnSe layers,

which is consistent with the short-range nature of the exchange interactions

in magnetic semiconductors. In contrast, the peaks observed in scans along

the [010] direction are strikingly narrow (Fig. 2 B). The width of these

peaks is only slightly broader than the instrumental llnewidth, indicating a

very long range (>500 A) of the AFM-III correlations in the layer plane.

DISCUSSIONAiND CONCLUSIONS

In summary, neutron diffraction experiments on ZnSe/MnSe superlattices

provide the first clear picture of the AF structure that forms in individual

MnSe layers in these systems. The observed preference of the AFM-III domain

orientation can be attributed to tetragonal distortion effects. Because of

the relatively large mismatch between the ZnSe and MnSe lattices (-4.1%),
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one can expect that the MnSe lattice contracts in the layer plane, and ex-
pands in the direction normal to this plane. In fact, the observed positions

of the magnetic reflections are slightly shifted from the (p10) position for

a perfectly cubic NnSe lattice, suggesting such a distortion. The existence
of this distortion is also confirmed by the results of analysis of nuclear

peak intensities. This effect may lead to an anisotropy in the Mn-Mn ex-

change -- namely, one can expect that the exchange parameter for the "in-

plane" bonds (Jo) is larger than that for the "out-of-the-plane" bnds (Jj).

As can be readily checked, in the case of Ju>Jj the AFM-III configuration

with the tetragonal axis normal to the layer plane leads to a lower system

energy than the configuration with an in-plane axis orientation.

However, our present undestanding of the results of experiments on
Cd1 xMnxSe epilayers is not entirely clear. As suggested by the results of
experiments on equivalent bulk magnetic systems, Cdl xMnxTe and ZnlxMnxTe,

which do not exibit noticable tendencies of forming LRO even for Mn concen-

trations approaching x-0.70, the LRO observed in the epilayers cannot be

atributed solely to the high Mn concentrations. Considering the observed
strong preference in domain orientation, it is likely that the onset of LRO

in the epilayers is a combined effect of both the high Mn concentration and

residual strain that is not detected by lattice parameter measurements. On

the other hand, one would expect in this case the same preferred domain
orientation in the epilayers that is seen in the ZnSe/14nSe multilayers. In
fact, quite the opposite tendency is observed. It points out that further

experimental and modelling studies are needed to clarify the magnetic be-

havior of these new layered structures.
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ABSTRACT

We have developed an ab-initio method for calculating the static response functions in
substitutional alloys. For magnetic alloys, in addition to the nuclear diffuse scattering, a
contribution to the alloy diffuse scattering intensities results from the response of the local
moments to changes in the 'local' chemical environment (i.e. ai/akcj). We present results of first-
principles calculations of these 'local' response functions in magnetic alloys. These response
functions, which may be directly compared to neutron-scattering and Mapbauer experiments, an
derived via a mean-field statistical mechanical description of compositional fluctuations in alloys.
The statistical averages are performed via the Korringa-Kohn-Rostoker coherent potential
approximation, which incorporates the electronic structure of the high-temperature, chemically
disordered state. As a first application of the theory, we have investigated the environmental
dependence of the moments in NiFe alloys and FeV alloys and multilayers. We compare our
results with experiments on bulk alloys and multilayers. Also, a comparison is made to a set of
first-principle 'supercell! calculations. Although preliminary, the results demonstrate the utility of
these response functions for investigating the effects of changes in the chemical envhmnment on the
alloy moments and for aiding experimental interpretation in other multilayer systems that are less
experimentally amenable than FeV.

INTRODUCION

In general, atoms in substitutional alloys are not randomly distributed on lattice sites, but
are spatially correlated. These correlations govern the properties of the alloy, and, as such, it is
desirable both to determine them by experimental techniques (e.g., neutrons or X-rays) and to
calculate them from a reliable alloy theory. This comparison offers a fundamental understanding of
the underlying "driving forces" giving rise to particular properties. For magnetic alloys inparticular, neutron scattering is a particularly powerful technique for determining the correlation
because the total scattering cross section has contributions from nuclear disorder, magnetic, and
nuclear-magneic scattering, along with the incoherent and multiple g processes. In recent
yeas we have developed the first-principles KKR-CPA method [1,2] which allows the calculationof the electronic structure and total energy for disordered alloys, and is cun-ently the "stte-of-the-

art" method for studying these systems from a miroscopic approach. The CPA (coherent potential
approximation) is a mean-field approximation with which to perform configurational ensemble
averaging, or statistical averging at finite temperatures. Within the theory of concentration
fluctutations, this approach may be extended to investigate the finite-temperature, static, pair
correlation functions [3,41. The only inputs to these calculations are the atomic numbers.

RESPONSE FUNCTIONS: THEORY AND EXPERIMENT

tInrm of the site occupation variables the atomic pair correlation functions, also known
as the Warren-Cowley atomic short-range order (ASRO) parameter, may be expressed as oij
=<QQ> - <Q<C >, where c - <i>. The set of site occupation variables (Qj) describe a given
configuration, e.g. for an AcBi- alloy ;i = l(0) if the site i is occupied by an A(B) atom. In the
completely disordered state all sites are equivalent and uncorrelated so c= c for all sitiand i

Met. Sm. $or- 6ymp. Pree. Vol. IM6.01900 'auaa Resaemh loci I
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0. At lower temperatures aij takes on a non-zero value depending on whether the alloy phase-
separates Or orders.

In this concentration fluctuation approach to calculating the alloy correlation functions for
any AcBl.c alloy, a local density approximate (LDA), finite-temperature, electronic grand potential
C)({ )) may be formally obtained [3,41. The (mean-field) CPA allows one to perform the
requitred thermal averaging (denoted by <..>) with the central result that the thermal averaged
electrotic grand potential <Q({ci})> depends directly on the local concentrations (CO, and
indhecty on the local moments (pi). Formally, variations of <fX(cj)> with respect to ci and pi
my be performed to obtain the various response functions [3,41. Within the disordered state,
where ci-., these expiession are numerically tractable since there is translational symmetry. Note,
all the underlyin, electronic structure via the KKR is included in the calculation of the response
functions. Details may be found elsewhere, see ref. 3-4. For sake of the present discussion, the
most importnt results are summarized below.

We find that the lattice Fourier transform of the atomic pair correlation function is given by

a(k) =c(l-c) [I - 0 c(I-c)S(2)(k) ]-I (1)

where P ukg'rY-. Because of the single site nature of the CPA averaging, only an ideal entropy
contribution is included and eq.(l) has the Bragg-Williams' form. S(2)(k) is the lattice transform
of the direct corfelation function which involves all second-order variations of <fl((ci))> with
respect to concentration and moments. Note, S( 2)(k) is determined from the electronic structure of
the disordered alloy via the KKR-CPA equations and contains interactions to all orders, and not
only of the pair-wise form. S( 2 )(k) is the first-principle generalization to the V(k) used by
Krivoglaz and by Clapp and Moss in their pair potential approach to ASRO and is the energy
associated with long-wavelength concentration fluctutations in the system. Only in this sense, Sij,
the real-space representation of S(2)(k), may be regarded as the effective pairwise interchange
energies for the system.

For magnetic systems, S(2)(k) depends on the Fourier transform of

k: (2)

Evidently, fi describes the response of the a moment at the site i to a change in the chemical
environment, and, hence, a non-rigid moment effect 141. This 'local' repsonse function can, for
example, be used to investigate how moments vary in response to a order-disorder transformation
or a concentration gradient within an alloy. We di%cuss these quantities in more detail in the next
section.

Experimentally, both a0(k) and y(k) (the lattice transform oftli) may be measured directly
via spin-polarized neutron scattering 15,61. That is, for neutrons polarized (anti-) parallel to the
magnetization, e = 1 1, the cross-section per atom may be written as

49-1, - x(k) + ecr(k)-Ak) + a(k)dil (3)

where the three terms are the magnetic, nuclear-magnetic, and nuclear correlations, respectively. It
is interesting that the form of eq.(3) which results from our theoretical derivation using the KKR-
CPA is the same form as the Marshall model 171 which is used by neutron scatterers in their
interpretation of the scattering data. The contributions to the cross-section from cross-correlations
may be extracted by measuring scattering from both polarizations. Note, 1(k) is the magnetic

rresponse of the entire system (at a given concentration) to changes in the chemical environment.
For an AB alloy, the total moment response is given by y(k) = (LA. - ) +CA yA(k)+ cB fk). If
the A and B moments are almost environmental independent, then the first term will dominate and
the subtle environmental effects may be difficult to measure. On the other hand, if the moments are
parallel and about equal in magnitude, then the entire cross-correlation contribution will be coming
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from the (possibly small) environmental changes. It is also possible that the ASRO can be
dramatically altered through the environmental dependence of the moments. Cleariy, this will then
be evident tiough the experimental diffuse scattering data.

This first-principles theory of concentntion fluctutations has been applied recently to NiFe
alloys to sUI the mechanism responsible for the chemical ordering in the Ni-rich alloys [81. The
Cu3Au ordering was found to be stable at low temperatures, as observed experimentally. It was
also found that the magnetism is solely responsible for the chemical ordering in this system. High-
temperature thermochemical data supports this conclusion [91; however, we hope for further
experimental study on this alloy to confirm our results conclusively. More recently, we have
investigated z(k) for Fe-13.5%V since Cable and coworkers have performed the relevant
measurements on the single crystals [101 with which we are able to compare directly in k-space. In
this cue, we obutin very good agreement for the cross-sections, moments, and ordering tendency.
etc. 1111, which allows for the first time a direct comparison of experiment and an unbiased, first-
principles theory. Cable is currently performing spin-polarized neutron experiments on these
samples in order to obtain the 1(k) directly. We feel this opens up a very fruitful avenue of
comparison between experiment and theory, in particular in understanding the underlying
interactions in these alloys.

CHEMICAL ENVIRONMENT EFFECTS ON MAGNETIC PROPERTIES

The Fourier transform of (k), 'yj, has a particularly revealing physical interpretation.
These quantities describe the change in the size of the moment on a site i in the lattice if it is
occupied by an A(B) atom and if the probability of occupation is altered on another site j. Thus,

SAc1 = -(,"1-c) (4)

describe the change in the moment on the site i, occupied by an A(B) atom, if the site j in the alloy
is definitely occupied by an A atom. Similarly,

) Acj = yrijj)(O-c) (5)

described the change if the site j is now definitely occupied by a B atom. The change in
probability, Ac equals 1-c (-c) since the probability that the A(B) atom is definitely at sitej is 1 (0)
andthe pobab5ity for the random alloy isc. Now a study of the moments asa function of actual
chemical environments can be made using the relation

uaY p c i B) (_(l-c)aj + (-c)bj) (6)
J S

wher ajbj is the number of A(B) atoms in the shell j. [We denote a given environment by the
notation ( at,bi ; a2,b2 ; etc.).) For example, with an environment consistent with the ordered
Ni3Fe alloy, i.e. (8,4 ; 6,0) for the Ni atoms and (12,0 0,6) for the Fe atoms, we calculate that
the average moment increases by 7% compared with that in the disordered alloy upon ordering, in
good a with expement 1121.

For our preliminary study of multilayers we chose FeV alloys for two reasons. First,
experimentally the FeV multilayers are ideal for MDlauer studies, since little alloying occurs
outide die inaerfacial layer, and these data are available. Second, since band-structure Csipercell')
calculadons ad simple model calculations on FeV multilayers have been perft. we can use
thes for a comprison.

Obviously, he calculations of the quantities involved in determining the %s(k) and 1(k) ae
very involved, but , more importantly, are based on a complicated derivation. The 1(k)'s are
proportional to a k-independent denominator of (I -N), where Nt should be of order zero. At

__ [I _ Il I _ _.! I I I I i , iIll - I .
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this time we neglect this effect by setting Nc=O; we will include this term in the future. As such,
must make a caveat for the absolute numbers for the Tifs reported here. Note, the overall trends
will be unchanged when a correct value of this normalization is obtained.

In this system recall that the vanadium moments are aniparallel to the iron moments and,
more importanty, am induced by the large exchange-splitting on the iron sites. So. as a vanadium
atom is surrounded by more iron atoms, its moment should increase in magnitude; similarly, as an
iron atom is surrounded by more vanadium atoms, its moment should decrease. This tendency is
reflected in the 7(k)'s calculated for BCC Fe-50%V, see fig.(l). Note, the sign of -lk-0) dictates
the sign of the first-shell y7. Thus, the environmental dependence of the moments, eq.(6), reveals

that with more Fe (V) atoms in the first-shell of neighbors the moment on an Fe site will increase
(decrease) in magnitude, since f e(k-0) is positive. Similarly, with more Fe (V) atons in the first-
shell of neighbors, the V site will increase (decrease) in magnitude, since yV(k=O) is negative.

U k F e  
Figure 1. The Fourier

U transform of 'ep the

environmental dependence of
a the moments for each species

a= Fe or V, is shown for
BCC Fe-5OV along the
k=1100] direction. As
discussed in the text, many

' AV qualitative trends of the
to [moments in varying

4A environments may be
understood from this quantity.

AS
6.6 0.2 0.4 0.6 0.5 1.0

k = (100) direction

For BCC Fe-50%V. the calculated values of FC for the first and second nearest neighbors
are +0.076 and 0.010. respectively. The third nearest neighbor contribution are zero to 3
significam figures. Similarly, the calculated values of yV are -0.038 and -0.002 for the first two
nearest neighbor shells. (Recall, l(k)'s do not contain the effect of the Na. From calculations of
the bulk magnetizations versus concentration, we have estimated that ft would increase in
magnitude and improve our results.] From the SCF-KKR-CPA calculations, the CPA moments
for Feo.0Vo.0 re amFe- +1.57 pB and ILV = -0.21 p1B.

We may now calculate the moments in various multilayers from eq.(6). For example,
layers of iron and vanadium atoms with a [110] texture will only have three possible environments
when two nearest neighbor shells are considered. The possible stacking sequences of iron and
vanadium layers, the associated number of A and B atoms in the first and second neighbor shells
(the environment), and the moments for these stackings, calculated via eq. (6), ae given in Table
L Asa motingent test, we compare calculated moments via this approach and actual LAPW
multlayercawculados by Hamada et al. 113] for three different multilayers. For [1101 textures,
them were two differet stacking sequences, 3V/3Fe (V-V-Fe-Fe-Fe-V-V) and 5V/Fe (V-V-V-Fe-
V-V-V). witer the unit ceils are denoted in parentheses. The associated momento are given in
Table 2 For case 1, there are two inequivalent iron and vanadium sites; whereas. for case 2, there
are thde inequivalen. vanadium sites and only one iron site. We see that the moments from the
respons theory compare very favorable with the values from a first-principles multilayer
calcuaion, except for iroa (because, as noted above, Na was set to zero). In addition, the trends
wen given very well.. For case 2, the single layer of iron has a large disepny pp due to the
breakdown of our response theory for ultra-thin layers. Overall, for thicker multilayer, if the
magnetic moments are of interest, we may generate any number of stacking sequences without
fth culation in contast to the standard band structure approaches.

___ _
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Table L Considering only two near-neighbor shells, the stacking sequence, environment, and
moments for sites in the central plane are presented for FeV multilayers with a [1101 texture. The
stacking sequence and environment of the central V plane is obtained by interchanging Fe and V.

central Fe plane central V plane

localg stackng environmients Fe moments V moments
-Fe-Fe- (8,0 6,0) 1.90 -0.05
-Fe-Fe-V- (6,2; 4,2) 1.73 -0.13
-V-Fe-V- (4,4; 2,4) 1.56 -0.21

Table IL A comparison of moments calculated via the response functions (left-hand columns) and
supercell electronic structure calculations (right-hand columns) of Hamada et al. [13]. The
stacking sequence of each texture is described in the text.

...................................................................................

I (110] textures [1001 texture

Isite/Planel casel I case2 case3

V (I) -0.05 +0.01
V (ED -0.05 -0.06 -0.05 -0.01 -0.06 -0.07
V (1) -0.13 -0.18 -0.13 -0.12 -0.21 -0.24
Fe (1) 1.73 1.90 1.56 1.33 1.59 1.62
Fe I) 1.90 2.20 1.89 2.39
Fe (II) 1.90 2.21

..............................................................................................

For the [100] texture with 3V/5Fe repeated (case 3). there are two (three) inequivalent
vanadium (iron) sites. The same comparison as above is made for this multilayer and is given in
Table II. Note the trends of the moments are given well by the response theory; however, we do
not find the moment oscillation that is found by Hamada et al. It would tz possible to achieve this
oscillation only if the second shell y2 were negative. From the form of ^k), this can never be
the case in FeV alloys; also, this would require an oscillation of the Fe moment in all multilayers.
Experimentally, Jaggi et al. [14] rule out the possibility of an oscillatory behavior of the iron
moments, in agreement with our results.

Notably, Hamada et al. [13] went on to interpret their results in terms of a 'magnetic-
interaction' distance, arbitrarily chosen as the second nearest neighbor distance, and a 'local'
c- -cenuration variable defined by the percentage of next- nearest neighbor vanadiums. The number
of vanadium atoms in the first-nearest-neighbor shell was used to determine the immediate
envirmment. From the present work, it is now clear why their prescription worked well for FeV
heterostructures. Firstly, the y¥ and y2 give the dominant contribution to the environmental
effects, which justifies the assumption of a magnetic interaction length confuted to two nearest-
neighbor shells. Secondly, they explicitly try to account for the effect on the moment due to
various fG shell occupancies. In the present case, this is done implicitly by y'. Thirdly, their
'local' concentration variable gives information similar to the y2 contribution in eq. (6), i.e. the
second shell environment and enhancement. It should be clear now that the Hamada et al. [13]
prscrion will not work for systems where the number of contributing shells is larger than two.

Finally, it is important to address the problem of interfacial alloying in multilayers.
Aplying sadd band structure approaches to this problem is rather difficult and computationally
taxing. however, it should now be obvious that with the present theory we may estimate the
effects of interfacial alloying without any added computational effort. A complete essay on this
subject is beyond the scope of this paper and shall be presented elsewhere when Nn may be
Pope ly calculated [15. However, it is important to point out that all interfacial alloying trends inI
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FeV muldilayers that have been observed experimentally are given by the above theory. This may
be vauified by the reader from the information given above.

It is noteworthy that our entire theory was established from the KKR-CPA, single-particle
Gren's function so that we could investigate chemical short-range ordering effects in magnetic
alloys and associated changes in the magnetic properties with chemical environment changes.
However, other quantities are related to the Green's function, such as, the local density of states,
hyperfine fields, and Knight shifts. All these quantities may similarly be investigated [15] through
equations that are similar in form to eq. (6).

SUMMARY

Within this theory of concentration-fluctutions. the KKR-CPA electronic structure method
may be used to investigate the underlying correlations, or interactions, responsible for the
instability oftde high-temperature, chemically disordered state to short-range order. Moreover, the
effects of chemical environment changes to the alloy magnetism is an offshoot of the theory,
allowing study of changes of the moments upon a chemical ordering transition, and, more
generally, the multilayer problems mentioned above. The theory is first-principles in the sense that
no input parameters, other than the atomic numbers, are required, and at no stage may our
prejudices regarding the nature of the interactn, fluence the results. One important goal is then
c mparison, especially to single crystal neuuu, rcsults, or aid to experiment, since many quantities
obtained from the theory are directly measurable by experiment.
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ABSTRACT

The density of hydrogen in thin films or multilayers of metal hydrides
can be inferred from an expansion of the host lattice as measured by
conventional x-ray diffraction techniques. However, because hydrogen and
deuterium have scattering lengths for neutrons that are comparable to those
of most metal nuclei, unlike the corresponding case for x-ray atomic
scattering amplitudes, the hydrogen density profile normal to the surface of
a flat, thin film can be determined directly from neutron reflectivity
measurements. The hydrogen (deuterium) density modulation in an artificial

j superlattice along the growth direction can also be determined in this
manner. The thin film or multilayer host metal material need not even be
crystalline. Furthermore, because relatively large, flat single crystal
substrates such as Si or quartz are nearly transparent to neutrons, the
substrate can serve as the incident medium and the reflectivities of films
or multilayers in contact with liquid solutions can be obtained. Thus, in
situ studies employing active electrochemical cells, for example, can be
performed. In addition to discussing the sensitivity of the method, the
results of some neutron reflectivity experiments on metal multilayers and
films, electrolytically loaded in situ with deuterium, are reported in this
paper.

INTRODUCTION

The neutron refractive index n for non-magnetic materials is given by

[1] n - I - A2Nb/% where X is the neutron wavelength, N the atomic density
of the medium, and b is the coherent nuclear scattering length or amplitude
for neutrons. For most materials the scattering density Nb is positive and,
consequently, the neutron refraction index is less than unity and total
external reflection at a glancing angle 0 from a smooth, flat surface in
vacuum will occur up to a characteristic critical angle 0c" Because n is

always very close to unity, the critical angle is usually a fraction of a
degree. For example, for the naturally occurring isotopic mixture of Ni,
oc 0 0.1 deg/A. For most materials the neutron absorption cross section is

negligible and b can be taken to be real. Furthermore, isotopes of the same
element can have significantly different values of b. In particular, for

hydrogen b w -0.374 x 10'12 cm whereas for deuterium, b - +0.667 x 1OI2cm.
(In the case where absorption is not negligible, b must be written as a
complex quantity).

If the reflectivity is measured as a function of glancing angle 0 or

wavevector transfer II - A sin - 1If- ;,( where if and ;I are the

outgoing and incident neutron wavevectors, respectively, then the density
profile Nb a p a p(z) where z is an axis normal to the plane of the film or

parallel to 4, can be determined. A close analogy to ordinary optics is
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possible [2] since the neutron can be described by a plane wave which is a
solution of a one dimensional time-independent Schr6dinger equation that can
be solved in piece-wise continuous fashion by satisfying boundary conditions
on the wave function and its derivative for slices of thickness dz [3]. It
should be realized, however, that the neutron plane wave in effect sees a
potential averaged over a relatively large lateral extent when R(Q) is
measured in a so-called 0:20 scan where the specular condition is always
maintained. That is, on a microscopic scale an interfacial region may in
actuality correspond to one of two very different pictures, e.g.,
interdiffusslon or waviness, which give rise to nearly identical density
profiles along z. In principle, in order to distinguish between such

possibilities, transverse scans with some component of 4 parallel to the
surface or interface can be done.

SENSITIVITY

To get an idea of the sensitivity for detecting hydrogen and deuterium
in metal multilayers by measuring neutron reflectivity profiles, consider,
for example, an idealized Pd-Al multilayer consisting of ISOA Pd and 50A Al
layers repeated 5 times in vacuum. It is assumed that the Pd and Al
densities are those which occur in the bulk and that the Pd-Al interfaces
are perfectly sharp. Figure I illustrates two neutron reflection profiles
for this system with different atomic concentrations of H or 0 in the Pd
layers only (the relatively small change in Pd density due to lattice
expansion upon hydriding has been neglected). Neutron reflectivities down

to 10.6 can be routinely measured. Concentration differences of a few
percent can be accurately distinguished as shown in more detail in Figure 2
where the first order peak intensity is plotted as a function of H and 0
concentration. In fact, analysis of a measured neutron reflectivity profile
can provide more detailed information, particularly regarding the profile of
the interfacial region, if data of sufficiently high accuracy and at large
enough values of Q are obtained [4].

ft - - 0.5 H

Figure 1. Neutron reflectivity
profiles calculated for an

S idealized Pd-Al multilayer
((ISOA Pd, 50A Al) x 5] with
different concentrations of H

-'( , , (or D) in the Pd layers.
--' Principle maxima appear at

1. Dmultiples of -2%/bilayer
-0 0 thickness. Note that for 0.5H,

the contrast between layers is
significantly reduced because of
the negative scattering length
of hydrogen.

00 0.1 0.2 03 0.4
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(Pd l5O-AI50)X5 H(D) 1t ORDM (PEAK POSITION)

0.4

Figure 2. Calculated peak
reflectivity of the first order

0.3 principle reflection of the
idealized (150A Pd, 50A Al) x 5

-
multilayer as a function of H

0.2 (dashed line) and D (solidI line). D concentrations to
within a few percent or better
can be accurately determined.

0. Oepending upon the scattering
density of the metal host
material, sensitivity to either

. ---.-- H or 0 can differ significantly.00.60.0 0.2 0.4 0.0 0.O 0.

H4(D) . CONENTRATION

EXPERIMENT

It had been discovered previously by x-ray diffraction that the H
concentration in solid solution is greatly enhanced in Nb films with
diminishing film thickness below about 1200A [5]. Again, the increased
concentrations were inferred by the resultant expansion of the host metal
lattice parameter. It is of interest to determine where the hydrogen
actually goes in Nb and other thin metal films and multilayers. By
combining neutron reflectivity and high angle x-ray and neutron diffraction
data it is possible in principle to determine the absolute amount of
hydrogen soluble in a given metal layer and whether the hydrogen occupies
interstitial sites in the host lattice or resides in voids or in some
mixture thereof.

Thus far, several multilayers and thin film systems have been
investigated. Thin films of Pd (-1O00A) and multilayers composed of
bilayers of Pd and Al, Pd and Cr, and Ni and Ti, each bilayer of the order
of 200-300A thick, were loaded either electrochemically or in a gas cell
with deuterium. In all but the Ni-Ti multilayer case, the films either
became significantly roughened or detached from the SI substrates on which
they had been deposited by sputtering before any useful neutron reflectivity
data could be obtained. In the case of the Ni-Ti multilayer, however, the
film remained intact in an electrolytic cell containing an approximately 1.0
molar solution of LiOH.H20 in 99.6% pure 020 at currents up to 1.0 amp for

several hours. A 4 inch diameter single crystal Si disc 3/16 inch thick and
polished on the face on which the multilayer was deposited was pressed
against a teflon reservoir holding the electrolytic solution. The
multilayer served as one electrode and a Pt foil as the other. The neutron
beam of wavelength = 4.05A and of width 0.003" enters the edge of the Si so
that for the reflection from the multilayer, Si is the incident medium. The
diverience of the incident beam was -1 minute of arc with an energy
resolution of 1% so that the instrumental Q-resolution varied from about

0.001A to 0.002A "I over a range of Q extending from 0.001 to O.100A. A
cooled Be filter preceding a pyrolytic graphite (002) monochromator was used
to suppress higher order wavelength contamination. The Ni-Ti multilayer
consisted of 20 bilayers with individual Ni and Ti layer thicknesses of the
order of 95A and 125A, respectively, and was grown at Optoline Associates,
Inc., Andover, MA. The neutron reflectivity, neutron diffraction, and x-ray
diffraction measurements were performed at the National Institute of
Standards and Technology, Gaithersburg, MD.

Starting at very low currents of about 0.001 amps and progressing to
1.000 amp over a period of several hours time, neutron reflectivity profiles



130

were measured. The current was increased every other scan until a change in
the reflectivity profile was noticed. The current was then maintained at a
constant level until no further change occurred, and then progressively
increased. After several hours at 1.0 amp no additional change was
observed. The final and initial reflectivity profiles are shown in Figure

3. In the initial profile, the first order peak at a Q = O.030A is
saturated with a reflectivity R-1. The broadening of the peaks, especially
pronounced for the third order, can be explained by a non-uniform set of

bilayer thicknesses. Total external reflection occurs up to about 0.022A I,
characteristic of a IOOOA Ni protective cap layer deposited over the

multilayer. The appearance of a diminishing reflectivity below -0.013A lis
a geometrical artifact. Inspection of the data shows that the 2nd and 3rd
order peaks have shifted considerably to lower values of Q implying an
expansion of the layer thickness in real space. It was expected that the
deuterium would preferentially diffuse into the titanium, as is the case for
ordinary bulk systems, and since Ti has a negative scattering length the
deuterium, which has a positive scattering length, would result in an
increased scattering density for the TiOx layer and a corresponding decrease

. Figure 3. Final (solid
triangles) and initial (open
circles) neutron reflectivity
data for Ni-Ti multilayer

: described in the text. Note
that the 2nd and 3rd order peaks

at -0.058 and -0.087A in the
2. initial scans have shifted to

lower values of Q after
deuteriding indicating an

SI I I I expansion in layer thickness.Q.0 0.02 o.4 0.06 o. olo Other features and analysis are
q (A') described in more detail in the

text.

in reflectivity as observed. High angle x-ray diffraction experiments
showed that after deuteriding only the Ti peaks were appreciably shifted to
lower angles (both Ni and Ti Bragg peaks characteristic of the bulk
structures were observed, indicating polycrystalline layer microstructure).
However, attempts to fit the observed final reflectivity profile were not
possible because it was (re)discovered that a significant preference for the
uptake of one isotopic species, in this case hydrogen over deuterium, can
exist in electrolytic charging processes. Even though the electrolytic
solution contained -40X more 0 than H tae uptake of H can in some cases be
favored by an order of magnitude or more. The ratio of 0 to H in the Ni-Ti
multilayer after loading was simply not known. This problem became known to
us during a related experiment on thin Pd sheet as will now be described.

The phase diagram of the palladium/hydrogen system is well known. At
room temperature and low concentration of hydrogen (or deuterium) the system
exists In the e-phase with a lattice constant very similar to that of pure
palladium. At higher concentrations of H(D) there exists a 0 phase with a
considerably expanded lattice where the H(D) atoms are located in the
octahedral interstitial sites (6]. In situ neutron diffraction measurements
on palladium in an electrochemical cell were done in order to investigate
whether tetrahedral interstitial sites could be filled with 0 by the
electrolysis process [7]. The electrolysis cell was constructed of thin
walled teflon sheet. The electrolyte used was 0.1 N LiO1 in 020 (99.5%).

A
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The palladium electrode was in the form of a sheet .4mm thick. The other
electrode was a thin sheet of platinum placed above the neutron beam.
During the diffraction data collection the cell was rotated ±180" to average
out the effect of any preferred orientation of crystallites.

Figure 4 shows the neutron diffraction pattern (taken with 1.53 A
neutrons) for Pd before electrolysis. All the Pd peaks are labelled in the
figure. The other peaks are from the teflon cell. The Pd peak intensities
(after correction for the Lorentz factors) are in good agreement with what
is expected from pure fcc palladium. The palladium was first loaded with 0
by applying a current of 1 amp for 12 hrs before taking the diffraction
data. The same current of 1 amp was maintained while collecting the
diffraction data. The lower part of Figure 4 shows the diffraction pattern
from 0 loaded Pd under the conditions described above. All of the peaks
shift to lower angles due to expansion of the lattice. The even hkl peaks
increased in intensity and all the odd hkl peaks decreased in intensity.

(Uo Pd

ON

.,

Figure 4. In-situ neutron
(40 ,/h,4" diffraction patterns of Pd

before and after electrolysis.
I I : I i I i ] The neutron wavelength used was

1.53 A. Both Pd and Pd D(H)
(Pd) with ) peaks are marked in the figure.
* The other peaks are from the
* teflon cell.

o°o

.1. In)

The lattice constant of the cell after electrolysis was found to be
4.03SA. This is similar to what is reported for 0-phase Pd-D(H) in the
literature [6]. Our attempts to fit the data to a 0-phase Pd-D cell, in
which D atoms are located in octahedral sites, resulted in an octahedral
site occupancy of only 0.32 as opposed to the known value of -0.7. The
results of such a fit are shown in Table 1. The rms displacement of D atoms
was found to be 0.21A in very good agreement with earlier results [6]. Any
attempts to fit the data by partially or fully filling the tetrahedral sites
was unsuccessful.

An occupancy factor of only 0.32 for a B loaded sample points to the
fact that there is a considerable amount of H along with 0 in the
electrolysed palladium. Assuming a filling factor of 0.7 for octahedral
sites, one can calculate the amount Of H present in the D loaded Pd sample.
This turns out to be H(0.35) and 0(0.65) even though the electrolytes used~contained at post 1-1.5% H. Higher solubility of N (as compared to 0) in Pd

.... under electrolysis is quite well known [8]. However, the separation factor

S!
I\:. ~I



Smetal/liq - (H/O)metal/(H/D)liq - 35

that we obtain seems to be much higher than the highest values reported in
literature (of the order of 10 - 13). A neutron activation analysis if the
electrolysed Pd sample also confirmed our estimate of about 30% H in the
sample (9].

TABLE 1. Measured and calculated ratios of the integrated intensities of
the observed peaks after the sample was loaded to those of the
pristine sample. The calculated values were obtained using an
octahedral site occupancy of 0.32 0/Pd and an rms displacement of
0.21 A for the octahedral atoms.

Peak Measured Ratio Calculated Ratio
(111) 0.40 ± 0.03 0.48
(200) 1.68 ± 0.08 1.67
(220) 1.49 ± 0.07 1.52
(311) 0.47 ± 0.03 0.64
(222) 1.14 ± 0.17 1.41
(400) 1.44 1 0.12 1.33
(331) 0.51 ± 0.07 0.76
(420) 1.11 ± 0.08 1.26

The electrolysis of Pd in nearly 99% deuterated electrolysis solution
leads to substantial amounts of H isotope being incorporated in the Pd
sample. Consequently, to determine the extent of any such preference for H
over 0 in the electrolytically loaded Ni-TI multilayer, we plan to repeat
the experiment with pure H20 solvent. Nonetheless, we believe these

experiments illustrate the potential contribution of neutron reflectivity
measurements in determining the microscopic structure of thin film metal-
hydrogen systems.
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The magnetic structure has been measured with neutron scattering and
SQUID magnetometry for a number of epitaxial multilayers and films of the
magnetic rare-earths dysprosium and erbium grown with non-magnetic yttrium.
In almost all cases the first order ferromagnetic phase transitions are
suppressed, although the Nel temperatures are within 5% of the bulk
values. The observed critical fields are explained by including epitaxial
constraints with the bulk theory of magnotoelasticity.

The advancement of techniques for growing thin film and multilayer
materials has made it comnonplace to control structure on an atomic scale
[I]. A principal modus operandl has been to grow one crystalline material
layer on top of a different crystalline material. The proper growth
technique and conditions can produce epitaxy between the dissimilar
materials, resulting in intrinsic strains and new physical properties.

This paper presents an experimental investigation and a theoretical
treatment of the effects of epitaxy on magnetic properties via
magneotoelastic coupling. Using KBE techniques[21 to grow dissimilar rare-
earth layers, we have observed a number of magnetLc structures[3-7] that
are different than in the bulk materials [8-12]. The rare-earths are
particularly amenable for these investigations, since many of them attain
magnetoelastLc energies which are on the order of their exchange energies,
they exhibit a wide range of lattice parameters, and their solubility is
conducive to epLtaxial growth. Ve have been able to explain many of the
new structures by including epitaxial constraints with the bulk theory of
magnetoelaticLty. In some cases which do not fit the theory, the
epitaxial constraints have been broken.

The samples were films of Dy or Er and multLlayers of Dy or Er
interleaved with the non-magnetic rare-earth yttrium. The growth and
characterization of these materials has been discussed [2-7). The
important points to recall are that the interfaces are interdiffused over
approximately 4 to 7 atomic planes. The chemical coherence length along
the growth direction is typically greater than 500 A. The chemical
coherence in the growth plane is limited by the formation of defects to
relieve the lattice mismatch between the dissimilar rare-earths. A careful
study of these defects would be useful. A single ragg peak is observed
for the growth plane reflections, indicating good epitaxy.

The layer thicknesses ranged from about 9 to 35 atomic planes (25A to
I00), and the total sample thickness was in the range of 0.3 to 0.5
microns. Most of the samples were grown on sapphire substrates with buffer
layers of Ob and yttrium.

Mot PACe SeM S. Pm.C. Vol. 146. 11M Maeteiags ck" e
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uMIMC sBCLzUu

ulk Wamtic Structures

The bulk magnetic structures for Dy and gr have been measured using
neutron and X-ray scattering [8-121. The spins are aligned within each
basal plane shoot of the hcp structure, and the magnitude or direction is
modulated along the c-axis direction. Thus the structure is described by
an effective temperature dependent turn angle, w. The spin direction is In
the basal plane for Dy and predominantly along the c-axis for Er. Both Dy
and Kr have a first order phase transition to a ferromagnetic state, which
is primarily driven by magnetoelastic energetics [13-15].

Kagnetic Structure in Rare-Earth nina and Multilavera

The magnetic structures in the films and multilayers have been

measured with neutron scattering and SQUID magnetometry (3-71. The
temperature dependence of the neutron diffraction for a Dy film and a
[DyIY] multilayer is shown in Fig. 1(a) and (b) respectively. The
structure of the Dy film is identical to that of the bulk, except that the
ferromagnetic transition has a broader temperature hysteresis and the
ferromagnetic correlation length is only a few hundred A. In contrast, the
ferromagnetic transition in the [DyIY] multilayers is coupletely
suppressed, and the temperature dependence of the turn angle is weaker than
in the bulk. This behavior is also observed in Er films.

I~0 I I I I I

Dy film () [DY16 1Y9 ] (b)

80-

:t-60-
XU

40

15K _

20

2.0 2.2 2.4 2.0 2.2 2.4

Qz ('-')
Fig. 1. The magnetic structure is determined for a Dy film(a) and a [DyIYJ
multilayer by scanning along (OOO). The film has a ferromagnetic
transition where the magnetic intensity collapses onto the nuclear Brag
peak, while the multilayer does not. The helimagnetic intensity is shaded.
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UAOU"ZIASTICITY

The magnetoelastic free energy in Cartesian coordinates can be
expressed as

fma~ - Xc ,,,,~y. - (I)

The magnetoolastic coefficients appear in terms linear in the strains as
they arise from derivatives of the exchange and single-ion energies with
respect to the strains. The equilibrium strains satisfy the equations

c 1 - K , (2)

and the equilibrium magnetoelastic free energy is

I 11c i 7 -1 K 7 (3)
so ~2 01cWe# 'V 2 ()

Kasnetoelastic Energies in Bulk Dv and Er

Kagnetoelastic energetics play a large role in the first order
ferromagnetic transitions found in the rare earths. For example, in Dy
this transition is accompanied by a 0.5% orthorhombic distortion of the
basal plane and a 0.25% expansion of the c-axis of the hcp structure as
the moments align along a single direction [16]. The magnetoelastic energy
associated with this transition has been calculated according to eq.(3) for
DyJ14) and Er[15). The discontinuous decrease of the magnetoelastic energy
drives the first order ferromagnetic transitions by overcoming the exchange
energy difference between the ferromagnetic and antiferromagnetic states.

In Dy the -mode associated with an orthorhombic distortion in the
basal plane provides the major part of the magnetoelastic energy which is
responsible for the ferromagnetic transition, and this magnetoelastic
energy can only be gained when the turn angle, w, collapses to zero (the
clamping effect) [14]. This mode provides a driving energy of about
3K/atom at 85K while the remaining modes make up approximately 1K/atom.

In Er the ferromagnetic alignment is along the c-axis so that there is
no i-mode distortion. The magnetoelastic driving energy is found to be 2.3
K/atom [15].

We shall attempt to apply the magnetoelastic coefficients of the bulk
materials to the thin film materials. Care must be taken to correct for
the magnetic structure dependence of the coefficients, since the structures
are typically different in the layered materials compared to the bulk. For
example, using eqs. (2) and (3) and symmetry arguments for the spin
correlation functionsf17j, the magnetoelastic coefficients in the basal
plane helimagnetic structure of Dy at T - 0 K are

K (T-O) - ±0.68 5 , ° - 0.06 (3+cosw)/4 (103 K/atom) , (4)

K. (T-0) - 1.4 cosw (103 K/atom) (5)

The structural dependence of the magnetoelastic coefficients of Er is more
complicated than in the case of Dy since there are two spin components, and
the solution for the magnetolastic coefficients can only be obtained by
omitting the single-ion terms. The low temperature magnetoelastic
coefficients are found to be

Kx y - -0.427pcos
2
0 + sin

2
e(l.34cosw + 5.30) - 1.28 (103 K/atom), (6)

Ka - 1.210cos
2
0 - inu

2
*(O.926cosw) (103 K/atom). (7)
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Here tanO - <S">/<S'> - 0.51 at the ferromagntic transition and -I
2w/w is the nearest neighbor correlation function of the z spin components.
Mote that thee coefficients are determined by oppositely signed terms, and
in particular the last three term in K nearly cancel. Furthermore, the
relationship between P and w leaves the aefficient only weakly dependent
upon the magnetic structure except when 0 jumps from 1/2 to 1 at the
ferromagntic transition.

MNdifieationa to Kauntoelaticit in Films and 1ulttlsvet

The elastic properties of films have been investigated extensively
[18. and described by theories which take into account defects in the
structure. However, we shall treat the magnetoelasticity by assuming
perfect epitaxy, and then examine the agreement with experiments.

hen a magnetic material is grown with a non-magnetic material in a
film or ultilayer additional elastic terms are added to the free energy.
In the case that the strains in the growth plane are coherent the
additional elastic energy from the non-magnetic material is

1 eC -rX Z e-7)( -7Y (8)

The relative amount of non-magnetic material is represented by r. The 7
are the strains in the free non-magnetic material measured with respect F
the non-magnetic strains in the free magnetic material. In other words
they represents the non-magnetic lattice mismatch. This additional elastic
energy has both quadratic and linear strain terms. so that the effective
elastic coefficients for p,wa are

c -c +ra(Z - 0/ ) (9)

and the effective magnetoelastic coefficients for poe are

a C (Z 1W 00 ;,,/ . (10)

wuuuAugM1c T3AITION Iu RUM-ZAIT PItmN AND WTIIAY

Neutron diffraction and SQUID measurements of the low temperature
magnetization in two [DyiY ] and two [traY] multilayers is shown in Fig. 2.
Va would like to be able to explain the magnitude of the critical field
necessary to induce the ferromagnetlc state.

A first attempt to treat magnetoelastic effects in multilayers and
films assume that the basic exchange interactions and anisotropy energies
can be transferred directly from the bulk magnetic materials. This
assmption is likely to be incorrect at the interfaces, yet we shall see
that it provides reasonable explanations for many of the experimental
results. Consider the case that the layered rare-earth material is grown
along the hcp c-axis. If we aum the elastic constants are equal in the
magnetic and non-magnetic material then the magnetoelastic driving energy
for the ferromagnetic transition, A - 1(e-00) - T(w), can be calculated
based on oqs. (9) and (10) and the known elastic and magnetoelastic
constants. If the low temperature state of Dy has w - 300, then

a - -1.25 - (3.95 - 91.Or. ox y)/(l+r,) K/atom. (11)

This magnetoelastic driving energy is platted in Fig. 3(a) (in terms of an
oquivalent magnetic field acting on the magnetic moments of Dy) for r
ranging from zero to infinity as a function of the lattice mismatch c.



The conversion to a magnetic field is based on the assumption that the
driving energy at a spontaneous ferromagnetic transition would correspond
to zero field. The critical field data at IOK obtained from Fig. 2(a) and
2(b) are also plotted in Fig. 3(a) for comparison with the theory.

A similar calculation of the driving energy for Er c-axis growth
multilayers is based on w - 2s/7 in the low temperature antiferromagnetic
state. Thus the magntoelastic driving energy for these multilayers is

Az - -1.56 - (0.66 - 553 rz7oxy)/(l + rz) (K/atom). (12)

This expression is plotted in Fig. 3(b) in terms of the equivalent field on
the c-axis momenta of Ir. The dependence of the driving energy on the
lattice mismatch is strong compared to the Dy case, and the observed
critical fields in Fig. 

2
(c) and 2(d) of 16 to l7kOe correspond to large

values of the parameter r. This also explains why critical field data[191
suggest that a several micron thick film of Zr on yttrium is required
before a low tamperatuxe ferromagnatic transition is obtained. Note also
that for slightly negative values of a, as might be achieved by growing Er
on Lu, the ferromagntic transition is expected to occur at a higher
temperature than in the bulk.

10E"
(a) C) Fig. 2. The magnetization is

plotted versus the internal

5 field at 10K for (DyJY] (a,b)
and [ErjY] (c.d) multilayers.

'Cl" The critical field for
0 .ferromagnetism is determined

[Err qualitatively from where the

sharply towards saturation.
S The magnetization below about

[Dy~g~Y)l~k~e In the erbium samples is
0, due to ferrimagnetic states.

0 20 0 20 40

id (k0.)

20 ..... ..... ..... ..... ig. 3. The critical fields
r are calculated for Dy (a) and

15 D ErEr (b) c-axis materials as a(b) function of the latticea)/)mismatch c, based on the

XP 1O perfect epitaxy model described
in the text. The data points

5 from lig. 2 are shown for
comparison. Note that for

- - - - growth of erbium on a substrate
0 - - with a smaller basal plane

lattice paramter than erbium
-5 the ferromagnetic transitionb mSay occur at a higher

-10 temperature than in the bulk.

-1 0 1 -1 0 1 2
stran e (0-)j
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The critical fields required to induce ferromagnetism in [Dylli and
(trill multilayera and Ir film are quantitatively explained by a simple

model for the magntoelasticity in these materials,* which assume& perfect
epitamy and transfers the bulk elastic and magnetoelestic conatants to the
thin film materials. The model remains phenomenological by including all
of the information about defects Into the parameter r. However,* r can be
related directly to the observed growth plane strains, and this work is in
progress. It is interesting that this model predicts that the
ferromagnetic transition can be enhanced with the proper lattice mismatch,
an effect which should he easily observed for Er.

The work at Univ. of Illinois was supported through the National
Science Foundation under NSF grant DMR 85-21616. We are indebted to Jens
Jenson and Alan Mackintosh for useful reminders of the peculiarities of the
exchange interactions in Sr.
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THE OHOLOGY OF SYIUETRIC DIiLOCK COPOLYMERS AS
REVEALEDBY EUTRO REFLECTIVITY
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The specular reflectivity of neutrons has been used to characterize
quantitatively the microphase separated morphology of symmetric, diblock
copolymers of polystyrene, PS and polymethylmethacrylate, PtMA, as a
function of the total molecular weight of the copolymer where either block
is perdeuterated. It is shown that the hyperbolic tangent function, as
opposed to a linear or cosine squared function, most closely describes the
concentration gradient at the interface between the lamellar copolymer
microdomains. The effective width of the interface is found to be
independent of the molecular weight of the copolymer blocks and has a value
of 50 ± 3A. This interface is also found to be identical to that of PS and
PHNA, homopolymers. However, using measured values of the Flory-Huggins
interaction parameter for PS and PN4A current theoretical treatments cannot
describe the observed widths of the interface.

Recently, it has been shown that symmetric diblock copolymers of
polystyrene (PS) and polymethylmethacrylate (PHNA) when prepared as thin
films (5000 A or less) on silicon substrates, exhibit a strong orientation
of the lamellar microdomains parallel to the surface of the substrate [1,2].
This orientation occurs when the copolymer films are annealed at
temperatures above the glass transition temperatures of the PS and PNIA
blocks and results from the interactions of the two blocks with the air and
substrate interfaces. PNMA, the more polar species, preferentially resides
at the silicon (silicon oxide)/copolymer interfaces, whereas PS, the lower
surface energy component, preferentially segregates to the air/copolymer
interface. These interactions, coupled with the chemical connectivity of
the PS and P1IA blocks, result in the observed multilayered structure.

In this report the details of the lamellar morphology for a series of
PS and h4MA, symmetric diblock copolymers is reported where the molecular
weight of the copolymer is varied. It is shown that neutron reflectivity
provides the key means by which the detailed nature of the interface between
the copolymer microdomains can be investigated. It is also shown that the
interface between homopolymers of PS and PtIA is identical to that seen in
the copolymers.

Symmetric, diblock copolymers of PS and PMMA, denoted P(S-b-MMA), were
purchased from Polymer Laboratories and were prepared by a successive
anionic polymerization process. The complete characterization of the
copolymers is shown In table 1. As can be seen, the copolymers have narrow
molecular weight distributions and styrene contents close to the desired
50%. It should also be noted that either the PS or PiMMA block in the
copolymer was perdeuterated which provided the contrast necessary for the
neutron reflectivity studies.

Samples of the copolymers were prepared on 10 cm diameter, polished Si
substrates. The substrates were - 5 m in thickness to ensure that the
substrate did not bow or bend when mounted in the sample holder. Solutions
of the copolymer were prepared In toluene with the concentration being
varied to produce the desired sample thickness. The substrates were fully
coated with copolymer solutions and spun at 2000 rpm to produce a film with
a uniform thickness. The spinning process also served to evaporate most of
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the solvent in the film. The substrates were then placed under vacuum at
80 "C for 24 hrs. to remove the remaining solvent and then were heated to
170 'C for 72 hrs. to produce the oriented lamellar morphology. The
specimens were then cooled to room temperature and investigated without
further heating.

Neutron reflectivity measurements were performed on the BT-4 triple
axis diffractometer at the NIST reactor. Details of the experimental
geometry can be found elsewhere [7]. Experiments were performed with
neutrons of wavelength I - 2.35 A over an angular range of 26 - 0 to 1.7*.

This translates into a neutron momentum, k0  range from 0 to - 0.1 A-'

where ko - (2w/X) sin 0. Under such condition reflectivities down to 10-6

could be measured which proved to be crucial to these studies [7,8].
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Figure 1. Neutron reflectivity profile of a P(S-b-d-MMA) diblock copolymer
film annealed on a Si substrate for 72 hrs. at 170 *C where the
total copolymer molecular weight is - 30,000. The points are the
measured reflectivity profile whereas the solid line is the
calculated reflectivity profile using the scattering length
density profile shown in the inset.

The neutron reflectivity profile measured for the P(S-b-d-94A) diblock
copolymer, where the molecular weight of each block Is - 15,000, after
annealing at 170 *C for 72 hrs. is shown in figure 1. As can be seen at
small values of the neutron momentum, total external reflection is seen
below the critical angle. Above this the reflectivity drops by nearly two
orders of magnitude whereupon a strong first order Bragg reflection
at ko - 0.0195 A"1 is seen. This is followed by a further decrease in
the reflectivity with the appearance of second and third order reflections

at ko's of 0.0375 and 0.0540 A 1, respectively. The Bragg reflections are
directly attributable to the layering of the lamellar morphology parallel to
the surface of the film and the positions of the Bragg reflections yieldI
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directly the period of the lamellar microdomain morphology. In this case
the period is 175 A which is comprised of a PS microdomain with a size of
91 A and a P9IA microdomain of 84 A. More importantly, the interface
between the PS and P914A microdomains is found to be 50 t 3 A. Using this
model for the variation in the neutron scattering length density normal to
the film surface, the calculated reflectivity profile, indicated by the
solid line in figure 1, is obtained. The agreement between the calculated
and measured reflectivity profile is very good over the entire k0 range and

over 5.5 orders of the reflectivity. Variation of the parameters outside of
the stated values produces reflectivity profiles that do not agree with the
experimentally measured profile. It must be emphasized that such precision
on the width of the interface between the two microdomains was, heretofore,
not attainable.
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k o(A71 )

Figure 2. Neutron refiectivity profile of a P(d-S-b-M)A diblock copolymer
film on a Si substrate annealed for 72 hrs. at 170 'C where the
total copolymer molecular weight is - 100,000. The points are
the measured reflectivity profile the line is the calculated
reflectivity profile using the hyperbolic tangent function to
describe the interface between the copolymer microdomains and the
dashed line is that calculated assuming a linear gradient between
the microdomains. The models used to calculate the reflectivity
profiles are shown in the inset.

Increasing the molecular weight of the blocks to - 50,000 per block
produces dramatic changes in the neutron reflectivity profiles. Shown In
figure 2 is the measured reflectivity profile of the P(d-S-b-4A) diblock
copolymer after annealing at 170 'C for 72 hrs. under vacuum. As with the
lower molecular weight specimen, at small values of ko  total external

reflection. However, at higher ko at least five orders of Bragg reflections

are evident which yield a period of 398 A which is comprised of PS and PWA
microdomain sizes of 210 A and 188 A, respectively. As expected, the period
of the lamellar morphology has increased with the increase in the molecular
weight of the copolymer. The large number of Bragg reflections also
provides a high sensitivity to the interface between the copolymer
microdomains. Shown in figure 2 by the solid line is the calculatedI-______________.______

I-. _ _ _ _...._ _ _ _ _ _ _ _ _ __1__,
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reflectivity profile where the interface is described by a hyperbolic
tangent function where the effective width of the interface is 50 t 3 A.
This describes the observed reflectivity quite well over the entire measured

k0  range. Also shown in figure 2 as the dashed line, is the calculated

reflectivity profile where a simple linear gradient of the neutron
scattering length density was used to describe the concentration variation
across the interface between the PS and PHNA microdomains. As can be seen,
this model describes the data reasonable well over the entire k0 range, but

does not produce as good a fit to the data as the hyperbolic tangent
function. Consequently, the neutron reflectivity results clearly show that
whatever the functional form of the concentration gradient across the
interface is, it must closely follow the hyperbolic tangent functional form.
Such details on the morphology of block copolymers was previously
unattainable by other techniques.

Similar studies have been performed on the P(S-b-d-MIA) diblock
copolymer where the molecular weight of each block is - 50,000. In this
case the neutron reflectivity profile yields a period of 512 A comprised of
a PS and PWIA microdomains with sizes of 268 A and 244 A. As with the P(d-
S-b-MA) copolymer the interface was well described by a hyperbolic tangent
function with an effective width of 47 ± 4 A. Thus, with the exception of
the variation in the length of the period due to the increase in the
molecular weight, these results are identical to the other cases.
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Figure 3. Neutron reflectivity profile for a P(d-S-b-gA) diblock copolymer
annealed for 240 hrs. at 1700C where the total molecular weight
of the copolymer is - 300,000. The solid line is the calculated
reflectivity profile using the scattering length density profile
shown in the inset.

Finally, a P(d-S-b-MA) diblock copolymer where the molecular weight of
each block was - 150,000 was investigated. It has been found that the rate
at which the copolymer microdomains orient parallel to the film surface
depends strongly upon the molecular weight of the copolymer. For such high
molecular weights the time required for the lamellar orientation is quite

•~ ,ir1,
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long. Therefore, a copolymer film was prepared where the total thickness of
the specimen corresponded to one-half of the period size. This specimen was
annealed for 240 hrs. at 170 *C. The neutron reflectivity profile obtained
from this specimen is shown in figure 3. As can be seen, periodic oscil-
lations are seen in the data with at least two different characteristic
frequencies. The frequencies correspond to the total thickness of the
specimen and the thickness of the deuterated PS microdomain. The reflectiv-
ity results could be well described by the scattering length density profile
shown in the inset of the figure. This model is comprised of a 225 A layer
of deuterated PS on top of a 156 A layer of Pt A. The two layers are
separated by an interface with a composition variation across the interface
that is given by a hyperbolic tangent function with an effective width of
5O t 4 A.

Therefore, the clear picture that emerges from the combined results of
these studies is that the period of the lamellar microdomain morphology
increase with the molecular weight of the copolymer. If N is the total
number of segments in the copolymer, then these results indicate that L, the

period, varies with N0 .6 5 which agrees with theories describing copolymers
in the strong segregation limit. The width of the interface is found to be
independent of the copolymer molecular weight, and, for the P(S-b-/HA)
copolymers, is found to be 50 A. Independent studies on bilayers of PS and
PIMA homopolymers [7,9] have shown that the interface between the
homopolymers is well described by a hyperbolic tangent function (or other
functions that closely follow this form) with an effective width of 50 A in
precise agreement with the copolymer results. From the measured values of
the interaction parameter between PS and PMNA (10] and the values of the
statistical segment lengths of PS and PW4A, the width of the interface can
be calculated theoretically. These calculations yield a value of the
interface of 30 A. Annealing symmetric diblock copolymers of PS and PI9A
above the glass transition temperature orients the lamellar microdomains
parallel to the free surface of the film. the high resolution (-inm) of
neutron reflectivity, in conjunction with the orientation of the lamellar
microdomains parallel to the surface, has allowed a detailed study of the
morphology of the copolymers as a function of the molecular weight.

It has been shown that the hyperbolic tangent function, as opposed to a
linear or cosine squared function, most closely describes the concentration
gradient at the interface between the copolymer microdomains. The effective
width of the interface is found to be independent of the molecular weight of
the copolymer blocks and has a value of - 50 ± 3A. This interface has been
shown to be identical to that between layers of PS and PM4A homopolymers.
however, using measured values of the Flory-Huggins interaction parameter,
current thermodynamic theories are not able to describe quantitatively the
observed results.

Table 1.

Copolymer Nps M Pt9A m/n r

P(S-b-d-NtA) 14,670 15,107 1.10 0.50
P(d-S-b-WHA) 52,900 48,000 1.07 0.50
P(S-b-d-IHA) 56,300 65,000 1.12 0.47
P(d-S-b-I4A) 169,500 131,900 1.08 0.53
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The order-disorder transition in thin films of symmetric diblock
copolymers of polystyrene and polymethylmethacrylate has been investigated
by neutron reflectivity. At temperatures above the order-disorder
temperature, TfsT, a surface induced oscillatory segment density profile
with an exponential decay length, J. is observed. The inverse of decay

length 1/f is shown to vary as: ( I T is12 in agreement with
THST T

mean field predictions. For T 5 THST a lamellar morphology oriented
parallel to the surface propagates through the entire specimen.

Thin films of symmetric diblock copolymers on solid substrates have
been shown to exhibit a strong orientation of the lamellar microdomains
parallel to the surface of the substrate upon heating to temperatures above
the glass transition temperature [1-43. Specular neutron reflectivity
measurements [3,4] clearly show that this orientation is parallel to the
surface of the substrate over large lateral length scales. Consequently,
the morphology produced by simply annealing the films above the glass
transition temperature is that of a nearly perfect multilayer. This
behavior is found provided the annealing temperature is below the microphase
separation transition temperature (MST) where a transition from an ordered
to a disordered morphology occurs. For perfectly symmetric diblock

copolymers the NST occurs when XN - 10.5 where X is the Flory-Huggins
interaction parameter and N is the total number of segments in the copolymer
chain. For thin films of symmetric diblock copolymers annealed at
temperatures above the FMST, recent neutron reflectivfty studies [31 have
shown that there is a preferential segregation of one of the components to
the air/copolymer and the copolymer/substrate interfaces. Due to the
connectivity of the blocks this excess surface concentration induces an
oscillatory variation in the composition of the two components normal to the
interface that is exponentially damped. This behavior has been shown to be
in agreement with recent theoretical arguments [5].

In this report neutron reflectivity studies on the temperature
dependence of the morphology of diblock copolymers in the vicinity of the
NST are discussed. At temperatures below the 91ST the ordered multilayered
lamellar morphology is found to penetrate through the entire specimen. At
temperatures above the MST the periodic variation in the composition of the
components is maintained but a clear dissipation of the order is found with
increasing distance from either the air/copolymer or copolymer/substrate
interfaces. An exponentially damped squared cosine function from both
interfaces is found to well describe the reflectivity results. The
characteristic decay length is found to decrease with increasing temperature
in accordance with mean field arguments. Results from two different
copolymers with two different molecular weights are found to fall on a
straight line on a reduced temperature scale.

Symmetric, diblock copolymers of PS and PMNA, denoted P(S-b-MMA), were
purchased from Polymer Laboratories and were prepared by a successive

B A. mc. SyMP. Proc. vl. 1i. Mateils Reoeamh Socety
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anionic polymerization process. The P(S-b-d-lUtA) copolymer, where the
methacrylate block is perdeuterated, had a PS block molecular weight of
14,670 and a PI9A block molecular weight of 15,107. The total copolymer had
an Mw/Mn of 1.1 and the fraction of PS in the copolymer was 0.5. The P(d-S-

b-M4A) copolymer had a total molecular weight of 27,600 with TM /wn - 1.08

and a PS fraction of 0.43.
Samples of the copolymers were prepared on 10 cm diameter, polished Si

substrates. The substrates were - 5 mm in thickness to ensure that the
substrate did not bow or bend when being mounted in the sample holder.
Solutions of the copolymer were prepared in toluene with the concentration
being varied to produce the desired sample thickness. The substrates were
fully coated with the copolymer solutions and spun at 2000 rpm to produce a
film with a uniform thickness. The spinning process also served to
evaporate most of the solvent in the film. The substrates were then placed
under vacuum at 80 "C for 24 hours to remove the remaining solvent.

Neutron reflectivity measurements were performed on the BT-4 triple
axis diffractometer at the NIST reactor experimental hall. Details of the
experimental geometry can be found elsewhere [4]. Experiments were
performed with neutrons of wavelength A - 2.35 A over an angular range of 20
0' to 1.7. This translates into a neutron momentum k. range from 0 to

- 0.1A 1 where k. - (2x/A) sin 0.

Separate specimens were prepared for experiments above and below TMST
since it was found that long equilibration times were required to completely
eradicate the order remaining from specimens heated first to T < TNST and
then to T > THST. The samples were annealed at several temperatures for a
period of at least 24 hours and then rapidly quenched to room temperature
freezing in the structure at the annealing temperature.

The neutron reflectivity profile measured for the P(S-b-d-MNA) diblock
copolymer, where the molecular weight of each block is - 15,000, at 120"C is
shown in figure 1. As can be seen at small values of the neutron momentum
total external reflection is seen below the critical angle. Above this the
reflectivity is seen to drop by nearly two orders of magnitude where upon a

strong first order Bragg reflection at k. - 0.0195 A-' is seen. At higher
values of ko a second order reflection and a diffuse third order reflection

are evident. The solid line in the figure is the calculated reflectivity
profile using the scattering length density profile shown in the inset where
the period is 175 A and the effective width of the interface between the PS
rich and PIMA rich microdomains is 50 A. For the P(S-b-d-NMA) copolymer
investigated here the MST, calculated from the molecular weight of the
copolymer and the temperature dependent interaction parameter [6], is
168 1C. Thus, at 120 *C the copolymer is below, but near, the 1MST. In
keeping with this, the two microphases In the lamellar morphology are not
pure PS or PWIA but are only rich in either component and the total fraction
of the specimen that is occupied by the interface is - 0.65. Consequently,
while the oriented lamellar morphology propagates through the entire
specimen, it is very diffuse due to the proximity of the MST.

Reflectivity measurements on the copolymer for T > TMST are typified by
the data for T - 200"C shown in Figure 2. Here it is seen that the first
order reflection is retained but is significantly lower in intensity. The
higher order reflections have become much more diffuse or completely lost.
The best fit to the reflectfvity proffle,shown by the solid line, was
obtained from the scattering length density profile shown in the inset.

,0
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Here the variation in the PS volume fraction, OpS, from the air/copolymer

interface is given by Ops(Z) - Ose-Z/fcos2 2LL + P()

where 0s is the excess surface volume fraction of PS, JPS is the average PS

concentration, L is the bilayer period and i is the decay length.
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Figure 1. Neutron reflectivity profile of a P(S-b-d-MIA) diblock copolymer
film on a Si substrate at 120 C. The points are the measured
reflectivity profile, the line is the calculated reflectivity
profile using scattering length density profile shown in the
inset.

Table I

Cooolvmer Characteristics Above MST

T('C) Lexp (A) f(A) Xt  X+ (Os + OPS)*  (ON + OOPMMA)"
185 166 1100 1 100 .0365 .0365 0.86 0.94
195 161 800 t 75 .0363 .0365 0.84 0.94
200 162 600 t 50 .0372 .0362 0.76 1.00

+Calculated value of X from Ref. [6].

tCalculated value of X using the results found here.
*Total PS concentration at the air interface.
*Total d-PWtA concentration at the silicon interface.
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The variation in the d-P4A volume fraction from the Si/copolymer interface
is given by an equation similar to the one above with 0 being the excess

surface volume fraction of d-PiNA at this interface. The model yielding the
best fit to the data requires that #S and O be different, giving the

apparent asymmetry in the scattering length density profile shown in Figure
2. For T - 200% at the air/copolymer interface tps- 0.76 and at the

Si/copolymer interface *d-PIM - 1.00. We have assumed the decay length f

to be the same from both interfaces, which turns out to be f - 600 ± 50A at
200"C. The difference in surface concentrations of PS at one interface and
d-PI4A at the other interface agrees with our previous studies [3,4].

Results from reflectivity measurements at other temperatures (T > TMST)

are shown in Table 1. The surface excess of PS at the air interface
decreases somewhat with temperature, whereas the temperature variation in ON

at the Si interface is negligible. The decay length f, however, changes by
nearly a factor of 2 with only a 15C increase in temperature. It should be
recalled that, in the bulk, for T > TNST the copolymer is phase mixed which

would yield a constant scattering length density profile. Thus, these
reflectivity results clearly show that the surface induces an ordering in
copolymers above TMST. The extent to which this ordering propagates into

the specimen diminishes the farther one is from the TMST*
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Figure 2. Neutron reflectivity profile for a P(S-b-d-W4A) diblock copolymer
at 200 'C. The solid line is the calculated reflectivity profile
using the scattering length density profile shown in the inset.
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These experimental results can be compared to the recent mean field
predictions of Fredrickson [5] describing the surface induced ordering in
diblock copolymers. From his arguments

. (lf2 [(xN) -(XN)] 1/2 (2)

Nb
where b is the statistical segment length, N is the total number of segments

in the copolymer chain, (XN)s is the value of xlN at THST and f is the

fraction of one component in the copolymer. As shown previously, [6) X is
of the form a + O/T. Therefore, Eq. (2) can take the form:

._L (l l _ T-L ) (3)fz 2 b2 THST  T

Consequently, -4. varies linearly with 1/T with a slope to intercept ratio

of TST and a slope that yields 0 directly. Linear behavior was observed

for such a plot where it was found that TNST - 179"C and -- 0.80K.

Independent neutron scattering measurements on a bulk specimen of P(S-b-d-
AilA) yield a TMST 1 175 , S.C in agreement with the result found here.

1.0

0.5

IT - for P(S-b-d-MIA) and for P(d-S-B-INA). The data
"NST T)

are scaled to the P(S-b-d-MIA) results.

Previously (6], however, P was found to be 3.9 t 0.6K which is in
disagreement with the value of 0.8 found here. The origin of this
discrepancy lies in the weak temperature dependence of x and the limited
range in temperature over which measurements can be performed. Using the
temperature coefficient of X found in this study then

± - 0.0356 t (0.8 t 0.3)/T. Values of x calculated from this equation werecompared to those calculated form our previous results and are shown in
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Table 1. As can be seen, over the temperature range studied, for any
temperature, the difference in the X values is less than 3% which is well
within the error limits. It is not possible, using currently available
techniques, to measure X with better precision.

From Eq. (3) is should be possible to scale the results from a
different, diblock copolymer to the results obtained here. If we consider
our previous results on P(d-S-b-M4A) where N - 263, f - 0.43 and f - 95 ± 7A

[3] at T - 170"¢, then multiplication of I/C2 by the ratio of f (1-f) for
the two copolymers should be all that is required. A TNST of -80"C,

calculated from the temperature dependence of x stated above, was used. A1/2
plot of 1/ as a function of ( - -)

MHST T
P(S-b-d-4A) copolymers is shown in Figure 3. The data in Figure 3 are well
described by a straight line passing through the origin with a slope of
(0.18 ± 0.05)K 1/2/A2 . When T = TMST an infinite decay length would be

expected and is observed in that 0 0. This is also manifest in that the

orientation of the lamellar microdomains parallel to the film surface
propagates through the entire specimen at TMST.

Thus, we have shown that the orientation of copolymer microdomains
parallel to the film surface at temperatures above TMST can be

quantitatively described by simple mean field arguments. The transition
from the disordered state is an ordinary transition where the modification
of the thermodynamic potential by the surface induces an ordering at the
surface at temperatures higher than that seen in the bulk. As TMST is

approached the ordering penetrates further into the bulk and at TMST the
ordering saturates the entire specimen. Full details of these experiments
will be published elsewhere [71.
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THE STUDY OF SURFACES #MD INTERFACES ON THE REFTM TER CRISP AT THE ISIS
PULSED NEUTRON SOURCE

J PENOLD, Neutron Science Division, Rutherford Ipleton Laboratory, Chilton,
Didcot, Oxon, OX1l OQX

ABSTRACT

The study of surfaces and interfaces using the specular reflection of
neutrons on the reflectometer CRISP at the ISIS pulsed neutron source is
discussed. The instrumentation, is briefly described, and the performance of
the spectrometer being illustrated by some standard examples. Recent
experimental results on the adsorption of surfactants at the air-water
interface will be presented.

INTRODUCTION

Since the first observations of the total reflection of neutrons by Fermi

and coworkers (11, specular neutron reflection has been extensively used in
neutron polarisers [2] and neutron guides (3]. In recent years, however,
attention has focused on the application of specular reflection of neutrons to
study surface and interfacial problems. It was shown by Thomas and coworkers

(41 that neutron reflection experiments give information about the neutron
refractive index profile normal to the surface, and that a judicious use of
hydrogen/deuterium contrast can provide unique information for a range of
problems in surface chemistry. Due to the magnetic dipole interaction,
magnetic materials exhibit a neutron spin dependent refractive index (this is
the basis of neutron spin polarisers using critical reflection) and Felcher
[5] has shown that the specular reflection of spin polarised neutrons is a

particularly sensitive probe of surface magnetism.
The advent of dedicated spectrometers [6,71 has been accompanied by a

rapid expansion in the scientific application of the technique to surface

chemistry, surface magnetism and solid films.

DESCRIPTION O RFLECfCIUTER

The essence of a neutron reflection experiment is to measure the specular
reflection over a wide range of wave vector transfers (0 - 4N sin%, 0 is the
glancing angle of incidence) perpendicular to the reflecting surface. The
Mu. Sue ee. SPu. PrOe. VOl. Ift. 9190 MOsu nedeee Seey
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wide Q range can be achieved either by using a monochronatic beam and scanning

a larger nuer of angles, or by using the broad band neutron time-of-flight

(TOF) method to determine X at fixed 0. As the critical glancing angles are

mall, narrow well collimated beam are required. To date, the majority of

the reactor based measurements have been made using monochrcmatic long

wavelength neutrons and a 0-20 angular scan (for example the D17

diffractimnter at the Institute Laue Langevin). However, on a pulsed source,

such as ISIS, the natural way to make the mesurement is the white beam TOF

method. The fixed sample geometry ensures a constant sample illunination, and

the 0 resolution (dominated by the As contribution) is essentially constant

over the wide Q range available.

& schematic diagram of the CRIS? reflectomter, on the ISIS pulsed neutron

source, is shown in Figure 1.

Although the reflectometer has been described in detail elsewhere (61; the

important features are described here. It views the 20K hydrogen moderator

giving an effective wavelength range 0.5 to 13A. The beau is inclined at l.5"

to the horizontal (specifically for liquid surfaces), and a horizontal slit

geometry is used giving typical beam dimensions 40 mm width and between 0.25

and 6 aM height, the beam size and divergence is variable and defined by two

cadmium apertures (S1,82). A single disc chopper (c) defines the wavelength

band (8k) and provides ase fram overlap suppression. Additional suppression

is provided by a series of frau. overlap mirrors (F) which are set to reflect

out of the main beam neutrons of wavelengths greater than 131.

The detector (D)(a single well shielded He3 detector, or a one dimensional

multidetector with a positional resolution of < 1 ma) is located some 1.75 ma

from the amle position.

The experintal arrangement is extremely flexible and solid films can be

studied Over a range of angles from 0.250 to 30; liquid surfaces can be

studied at angles less than 1.5 ° by the insertion of a supermirror. The Q
range available is - 4 x 10 - 3 to 0.65 1-1. The limiting reflectivity is

1 10 "6 , and is sample dependent (for exle; incoherent scattering from the

bulk determines the background level for aqueous liquid surface).

Figure 2 shows the reflectivity from the surface of deuterium oxide, D2 0,

measured over a wide range of Q at angles of incidence of 0.4, 1.0 and 1.50.

The flat background of 2.6 x 10 - 6 represents the incoherent scattering from

the bulk liquid. The solid line is a calculated profile for Fresnel's law

with an interfacial roughness of 2.81 (oms value).

* ___-- _iii _III _II__
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The absolute reflectivity can be determined from the region of total

reflection, or by reference to the incident neutron beam. An alternative

scheme is normally used for the studies of adsorption at the air-liquid
interface where the interesting region is only at high Q, and usually the low

Q region which includes total region, is not measured. In such cases the
absolute reflectivity is determined by reference to a standard and easily

characterised liquid surface such as D20 (see Figure 2).

SCIEITIFIC RESULTS

An extensive scientific programe tBl has emerged very quickly on CRISP,
in surface chemistry, surface magnetism and solid films. The major part of

the programme has been in surface chemistry, and much of the initial interest
has been in the adsorption of surfactants, polymers and fatty acids at the
air-liquid interface; more recently it has been successfully extended to the

liquid-solid, and liquid-liquid interfaces.

Since neutron reflection is related to the refractive index profile normal
to the surface, and since the refractive index profile is directly related to

the composition profile, it is clear that the specular reflection technique
can be used to obtain both the amount adsorbed and detailed structural

information about the adsorbed layer. It is particularly important for the

study of adsorption at the air solution interface due to the possibility of

using isotopic substitution. As a majority of chemical systems contain some

protons, and the scattering length protons and deuterons have opposite sign,

hydrogen/deuterium substitution is used extensively to manipulate the

refractive index profile. In the reflection experiment it is possible to

choose the hydrogen/deuteriu ratio for many solvents such that there is no
specular reflection. In the case of surfactants, the solution will still be
null reflecting even if the solute is fully deuterated. Any reflection will

then of course result entirely from the surface adsorption of the surfactant,

and so the technique will be specific to the adsorption of the solute. It is

also possible to eliminate the reflection from the solute and determine the

surface profile of the solvent. Isotopic substitution can also be used to

highlight particular parts of a solute molecule by selective deuteration.

These features were used to some advantage in an early study on the

adsorption of the surfactant decyltrimethyl ammonium brcmide (DTAB) at the

I'



air-solution interface [9], where it was possible to determine not only the
surface excess but the detailed surface structure. It has also successfully

been applied to the system tetramethylammonium dodecyl sulphate (aIDS) in
water [10). By selective deuteration of the tetramethyl ammonium counterion
it was possible to obtain additional information about the degree of

counterion binding, and the extent of the diffuse counterion layer.

Classically, the principle method to study surfactant adsorption is to
combine measurements of the surface tension and of the activity of one of the
components using the Gibbs equation. Neutron reflection determines not only
the surface excess but can provide additional information on the surface
structure. This is particularly true for concentrations of surfactant above
the critical micellar concentration (cmc) when the Gibbs equation loses its

effectiveness, and for mixed systems.
Specular neutron reflection has now been applied to study both mixed

surfactant systems [11] and systems with a bulk concentration greater than the

cmc [12].
The nature of adsorption from mixtures of surfactants has been relatively

little studied because the Gibbs equation becomes rather cumbersome to apply.
A classical problem in surface tension measurements is the minimum in the
surface tension often observed in the sodium dodecyl sulphate (SDS) water

system, which arises from the presence of small amounts of the impurity
dodecanol.

Dodecanol is almost insoluble in water and on its own forms a close-packed
monolayer on the surface. Thus a very small amount in an SDS solution below
the cme will preferentially adsorb at the surface. Above the cac the SDS
solubilizes the dodecanol and removes it from the surface. Since the surface

free energy of a monolayer of SDS is greater than one containing a proportion
of dodecanol, the surface tension will then rise at the cac. In principle the

Gibbs equation may be used to determine independently the surface excesses of
SDS and dodecanol, but the determination of the activity of the latter is not

easy. Figure 3 shows how easy it is to measure the dodecanol concentration by

reflectivity.

I ___
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FIGURE 3

Reflectivity profiles of deuterated dodecanol/sodium dodecyl sulphate
(SDS)/null reflecting water mixtures (background not subtracted). Circles
show the profile of a spread monolayer of deuterated dodecanol on null
reflecting water, squares show the reflectivity of 0.009M SDS in water.
The remaining three profiles are for 1.25% dodecanol in SDS and a varying
SDS concentration of 0.00675M (x), 0.009M (+) and O.012M (). The cmc
of SDS is 0.008M.
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FIGURE 4

Adsorption isotherm for dodecanol in dodecanol/sds mixtures derived from
reflectivity measurements.
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The figure shows the reflectivity of $DS (protonated) in null reflecting water

and, as would be expected, since both surfactant and water are contrast

matched to air, there is no reflectivity. On the other hand the spread

monolayer of pure deuterated dodecanol gives a strong reflected signal. The

addition of a trace amount of deuterated dodecanol in the system leads to a

significant increase in the reflectivity because the dodecanol displaces SDS

from the monolayer. The actual amount has been determined over a wide range

of conditions, leading to a set of isotherms for both dodecanol and SDS [12]

(see Figure 4).

The preliminary analysis of recent results with either the dodecanol or the

SDS deuterated and with protonated and deuterated subphases indicate that not

only can the relative surface excesses be determined, but that the detailed

surface structure of both components can be determined.

The dodecanol molecules are packed in an extended form within the mixed

layer; the total width of the interfacial layer is larger than the fully

extended molecule, with of the order of 20% of the chains in the headgroup
region. This contrasts with the spread dodecanol layer which has a thickness

corresponding to the fully extended molecule.

For the SDS molecules there is a higher degree of chain and headgroup

intermixing, and the molecule is only extended to some 80% of its all

trans configuration. The structure of the puzn SDS surface layer is somewhat

similar.
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PHONONS AT MARTENSITIC PHASE TRANSITIONS OF
bce-Ti, bce-Zr AND bc-Hf

W. PETRY*, A. HEIMING+ * AND J. TRAMPENAU X*
* Institut Laue-Langevin, 156X, 38042 Grenoble Cedex, France
+ Freie Universitat Berlin, Fachbereich Physik, D-1000 Berlin, FRG
x Inatitut flir Metailforsehung, Univ. Mtlnster, D-4400 Minster, FRG

ABSTRACT

Inelastic neutron scattering on in situ grown bcc single crystals of the
group 4 metals Ti, Zr and Hf show a band of low energy and strongly damped
phonons. Geometrical considerations show how these damped lattice
vibrations achieve the displacements necessary for the two martensitic phase
transitions from bce to ce (under pressure) and from bcc to hcp (upon lowering
the temperature). The low energy and temperature dependent phonons are
precursor fluctuations of the hcp or w phase within the bec phase.

INTRODUCTION

All transition metals of group 3 to 6 exhibit over a certain temperature
range and at normal pressure a stable bcc phase. Taking the range of existence
and the melting temperature as a crude estimate of the stability of the bcc
structure, its stability decreases when going from group 6 to group 3 (Fig. la).
Whereas in group 6 and 5 the bcc phase is stable over the whole temperature
range, group 4 metals Ti, Zr and Hf stabilize to the bcc (p) phase only in the
upper third of the temperature range of the solid phase. For group 3 metals Sc,
Y and La the stability range of the p phase narrows drastically, for instance Y
cristallizes to bce only during the last 40*C below the melting point.The relevant
control parameter is the d-electron occupancy. All metals of group 3 and 4
transform martensitically upon lowering the temperature to hcpi. For group 4
metals a second martensitic phase transition from bce to the trigonal o)
structure under typical pressures of 40 kbar at RT is known2 (Fig. lb).

Martensitic phase transitions (MT) in metals are of 1st order.3 As such
the amount of transformation is i) virtually independent of time and ii) is
characteristic of temperature. The transformation is iii) very reversible, i.e.
the same high temperature single crystal is obtained after a transformation
cycle and there exists a iv) definite relation between the orientation of the
original high temperature structure and the new structure at low temperature
or at elevated pressure. v) No change in the chemical composition and almost
no change in volume is observed after the transition. These are characteristics
of displacive transitions which distinguish from diffusive transitions which
are often continuous and of 2nd order.

In reality MTs in metals do not follow rigourously the rules of a strictly lst
order transition. Neutron scattering experiments on metal alloys show in a
number of examples elastic as well dynamical precursor effects of the
approaching MT. Their temperature dependence and location in Q-space
reveals detailed information about the microscopic mechanism of the
transformation. The well-known shape memory alloys Nil-xTix (x - 0.5)" and
Nil.xA 1 (x = 0.35 - 0.5)78 and the -phase alloy Zrl.xNbx (x = 0.2)01i may serve as
an illustration.

Ma ...e s. Symp Pyoc. vM. ole. lmt Ialeftai. Rearch Society
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Eigj a) Transition metals with bcc structure. b) Schematic P-T diagram for
group 4 metals.

The high temperature phase of Ni62. 5Al 37.5 has the CsCl structure and
transforms martensitically at the transition temperature To - 80 K to the
modulated 7R structure. Ni 50 Ti4 9.5 transforms from the high temperature
ordered CsC1 structure to an intermediate or pre-martensitic R phase at To -
320 K In both cases To is very sensitive to compositional variations and to the
thermal pretreatment. Both alloys show a remarkable softening of the T1A[40]
phonon branch at 4 - 1/6 and t = 1/3, respectively, when approaching To. The
phonons involved are those which achieve the displacements necessary to
reach the new phase. It is important to note that the actual phase transitions
occur at a finite phonon frequency, which distinguishes them definitely from
soft mode transitions like in SrTi03 or KH2PO4 (KDP). In Zrl.xNbx (x > 0.08) the
high temperature bcc phase can be quenched to room temperature. Again
phonons of very low frequency were found at q vectors which are related to the
MTs of bcc-ZrlxNb. to hcp or to the (o structure. These phonons are no longer of
a well defined frequency but extend over a broad range in energy up to zero
energy transfer where additionally strong elastic scattering is found.

In contrast to the alloys, neutron scattering studies of precursor effects in
pure metals yielded no or only a weak softening of particular phonons close to
the MT. For instance in Li L124 or Na15 - both transform to close packed struc-
tures at 74 K and 36 K, respectively - phonons at small q of the relevant phonon
branch become even harder when To is approached. In bcc-T1l e , which
transforms to hcp at 507 K, low frequency phonons very similar to those of bce
Zro.8 Nbo. 2911 have been found. But none of them changes its frequency with
decreasing temperature. No elastic precursors have been found in Na. Li and
Co 17 show strong satellites above To. However, these have been explained by the
coherent existence of the low temperature phase.

So, as a kind of conclusion of this difference between experimental
observations on metallic alloys and pure metals one might ask to what extent
phonon softening and central peaks are microscopic properties inherent to the
martensitic phase transitions ? Or, in other words, to what extent is the
condensation of soft and damped phonons to a central peak driven by the point
defects introduced by alloying ? A series of theoretical investigations over the
last four years 1 4 ' support the view that dynamical and static precursors are
inherent to MTs. Low frequency phonons at q-vectors which correspond to the
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shuffling of the atoms into the low symmetry phase are predicted. Their
frequency should decrease further but not go to zero when To is approached.
Furthermore, they predict areas of metastable domains of the new phase which
have a relatively long lifetime. In a neutron scattering experiment the
precursor effects should manifest themselves in (over)damped low frequency
phonons while the second part should appear in a way similar to the central
peak phenomena as scattering around be) = 0. Within the energy resolution this
appears as "elastic" scattering.

This in mind we have performed extensive studies of the phonon
dispersion of the bcc phase of the group 4 elements Ti, Zr, and Hf23 -. The
simple monoatomic structure of the bcc phase makes them to model cases to
study eventually inelastic and elastic precursors of the new phases. These
transitions occur at elevated temperatures (Fig. la) and thermal equilibrium is
certainly achieved during the measurements. Because we deal with pure
elements the attention is focussed on inherent properties of the bcc phase and
phenomena induced by host-impurity interactions are expected to be of minor
importance.

However, these elements are extremely difficult to obtain as bcc single
crystals. It is the martensitic 0 to a transition, which prevents any quenching of
the high temperature phase to room temperature. Rather they have to be grown
in situ on the neutron spectrometer and to be kept at temperatures above the
phase transition without intermediate cooling27.

PHONON DISPERSION IN P-Ti, P-Zr AND P-Hf

With the exception of p-Zr3s. 2' the phonon dispersion of the bcc phase of the
group 4 metals were not known. Measurements in p-Hf were particularly
difficult because p-Hf is stable only at very high temperatures from 17400C to
2223*C. Moreover its appreciable incoherent scattering cross-section ainc = 2.6
barn and its strong absorption aabs, i = 1.8 A) = 104 barn complicate the
measurements. Figs 2 to 4 show our recent measurements on the triple axis
instrument IN8 of the ILL of the phonon dispersion of the bcc phase of group 4
metals. The phonons as shown in Fig. 2 to 4 are the result of measurements on
various crystals of each element, thus reducing systematic errors. This holds
particularly true for phonons which show strong anharmonicity (see below).
The full line in Figs. 2 to 4 represents a fit of the dispersion by a Born von
Karman model taking into account force constants up to the fifth neighbour
shell2 3 -3 For all three elements additional phonon measurements have been
performed in the whole temperature range of the bcc phase.

The dispersion of all three elements resemble very much to each other,
i.e. they scale roughly with the square root of the mass and the lattice constant
and thereby follow the homology rule. Most evidently the dispersion curves are
dominated by a few unusual properties : i) At q = 2/3(111) the L[ftkj phonon
branch shows a pronounced dip. As indicated by the dashed line intensity is
measured in p-Ti and p-Zr down to zero energy transfer. ii) The whole Ti[401
phonon branch with [ITO] polarization is of low frequency when compared to
the other transverse phonons. iii) The same holds true for the off symmetry
Tl[2gtl phonon branch.
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The L2/3(111) phonon

As shown by de Fontaine and BuckSO the atomic displacements achieved by
a longitudinal phonon in [Uki direction with %= 2/3 have a particular crystallo-
graphic meaning in the boc structure. For a stationary wave at 4 - 2/3 two of
three neighbouring (111) planes move towards each other whereas every third
plane stays at rest. When the two moving planes collapse together the v
structure is achieved. During the 2nd half of the wave the opposite motion is
achieved and the moving planes approach to the plane at rest. Distortions in
this directions are called anti-.m distortions. From symmetry it is evident that
the restoring forces involved for distortions into the . or anti-, structure are
different.

The . lattice can be described with an hexagonal cell incorporating
3 atoms per cell with A = 1a and C= I2a, where a is the lattice constant of the
bee Bravais lattice. The C axis is along a (111) direction and the A axis along a
(110) direction. Thus, the crystallographic relation between w and p reads

(111)p / (00.1)w and [TOI]p #[01.0]m

There exists 4 possible variants for a given bcc structure to transform into
the w structure. m Bragg peaks are expected at Q = (n ± 4, n2 ± 71, 113 ±q) where

3
(ni. n2, n3) represent integers which obey the bcw selection rules of nj = an

i-I

even number. il is a shift in [FA] direction. Its ideal and commensurate value q
= 2/3 and we refer to this position as the w-point.

Representative for p-Ti and p-Zr constant energy scans at 1020oC for p-Ti
around the u-point are shown in Fig. 5a and illustrate what is meant with the
dashed line in Figs. 2 and 3. Coherent intensity is measured down to zero (!)
energy transfer ; in particular the intensity measured at zero energy does not
differ from the inelastic at for example 2 meV.For all three elements the
position of this inelastic scattering is slightly incommensurate with in a 0.65.
Coherent mc ans that the neutron spectra shown in Fig. 5a have been corrected
for the purely incoherent scattering contribution (Oine w 2.7 barn). In the elastic
case this is of particular importance. For this correction the incoherent
contributior has been measured directly by energy scans left and right of the w-
point at Q 1 1. 1 (111) and 1.6(111). By comparison of the incoherent scattering at
other Q values it has been verified that the scattering at Q = 1.1(111) and Q =
1.6(111) is not contaminated by elastic coherent diffuse scattering. The
incoherent scattering has then been subtracted from the spectra in Fig. 5a.

The importance of the incoherent elastic scattering is beat illustrated by an
energy scan at const. Q - 1.35 (111) on top of the intensity maxima of the phonon
groups. As shown in Fig. 5b. The incoherent scattering is on top of a broad
shoulder of inelastic scattering the intensity of which is symmetrically
distributed over a range of almost 20 meV in energy gain and loss of the
sample. The width in energy of the incoherent scattering peak is given by the
instrumental resolution.

The crucial point to note is that within the time window of the method
(S 10-10s) no stable , embryo exist. We interpret the broad distribution of
inelastic intensity in terms of (over)damped phonons, the scattering law of
which reads ass'
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with the damping r and the center frequency ceo. The full lines in Fig. 5b
correspond to fits to Eqn.(1) convoluted with the measured resolution and the w-
dependent spectrometer sensitivity. Evidently Eqn.(1) accounts for the observed
intensity distributions, in particular it gives a large scattering contribution at

c*c = 0 without postulating a zero frequency. From the phonon width lifetimes of
the fluctuations into s-like deformations of 0.8 x10-13s, 1.4X10-13s and 8x10-Ls
for p-Ti, p Zr and p-Hf, respectively, are calculated.

Whereas the L2/3(111) phonon is (over)damped in energy its width in q
space is well defined (see Fig. 5a). From its wi~lth (fwhm) - 0.1 relative lattice
units (r.l.u.) a correlation length of rc - 20 A for the L2/3(111) excitation is
estimated.

It is appealing to ask whether this weakness of the bcc lattice towards
deformation into the w phase is related to the p-a transition, i.e. how changes
the L2/3(111) phonon upon changing the temperature. Fig. 5b shows
measurements of the energy distribution at 895°C, 1025°C and 14300C, i.e.
measurements close to the P-a transition are compared to those near the
melting point. Surprisingly the measurements over the whole temperature
range (at normal pressure) of the bcc phase show no significant changes in the
line shape of the vibrational spectra at q = 2/3(111). An overall decrease of the
intensity with increasing temperature can be fully explained by the Debye-
Waller factor. Scans in q similar to Fig. 5a at 8950C and 14300C yielded the
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same width of 0.1 r.l.u., i.e. no change in the correlation length rc could be
detected.

With respect to the degree of softening, the temperature is a less relevant
parameter. This is in agreement with the pressure temperature phase
diagram of group 4 elements (Fig. lb). The w phase is stable only under high
pressure and therefore a further softening of the phonons at q = 2/3(111) is
expected under pressure.

From the experimental fact that the L2/3(111) phonons do not change over
the whole temperature region of the bcc phase we conclude that the weakness
towards c fluctuations is an intrinsic boc property. This view is supported by (a)
geometrical and (b) electronic arguments.

a) As depicted in Fig. 6 the rather op- bcc structure is characterized by
chains of nearest neighbour (NN) atoms in '111] directions. Of all phonons in
the L(F] branch the phonon at 4 - 2/3 with . = d3/2.a is the only one which
leaves the [111] chains undisturbed. Thus atoms along [111], i.e. the direction
with shortest distances between the atoms and therefore strong restoring
forces, do not alter their distawnce. The phonon frequency is determined by the
weaker (because it does not compress the NN chains) restoring forces between
the chains and therefore is low. All other modes with [4 propagation will
change the distances of the atoms along the chains and thus giving rise to
extra restoring forces leading to higher phonon energies. Falter 2 evaluated
this geometrical effect in a proper mathematical formalism. By expanding the
effective ion interaction around reciprocal lattice points he found that for purely
geometrical reasons for the LMWA] mode at t = 2/3 structure stabilizing terms are
switched off, i.e. the bcc lattice tends to destabilize at the 0-point. This purely
geometrical argument is valid for all boo structures and therefore cannot
explain the difference in softening of the L2/3(111) phonon in p-Ti and a very
stable bec metal like Cr. The latter one shows no softening in the L[4] phonon
branch at RT, only a flattening of the dispersion around 4 = 2/3 is observed.

b) It is the particular electronic screening which determines whether this

0" ['101

Di I& 6.i Displacements of the
atoms in a (110) plane due to
a L2/3(T11) phonon. The same
displacements are achieved
by a T11/3(112) phonon with
polarization in [TIl]. Dark
circles: atoms in the (110)

0 plane, open circles: atoms in
the (110) planes below and

9above.
@0

-- ID
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general weakness of the bcc lattice towards the o structure is enhanced or not.
Frozen phonon calculations of Ho et als which are based on the particular band
structure reveal that in group 4 metals the charge density is concentrated in d-
bonds and runs in chains along the (111] direction with very little interaction
between neighbouring chains but strong interaction along a chain. Thus, the
geometrical effects are amplified and the L2/3(111) phonons are of particular
low frequency. Filling up the d-band the situation is inverted. For instance in
group 6 metals it was found that d-bonds entangle the [111] chains and give rise
to forces which oppose the shearing motion between neighbouring [111]
chainsU . As a consequence the geometrical weakness is compensated and no
softening of L1V3(111) phonons is observed in group 6 metals. This picture of the
d-electren density as the relevant control parameter is illustrated by Fig. 7a
where the degree of softening of the L2/3(111) phonon scales with the
decreasing d-electron density.

30 30
LA [tf ] T, [0 LA [t] TA[990]

/--Ti
20- 20-

1T 
Ta 

Ao /-N
-3 

/3-TiA--Hf
oj ., ,. .

01.0 . 5 . ~ 0 .a5 1.0 05 g... 0 C,. 05S

Eig.1 Comparison of the U44] and TI[40] phonon branch for the bce phase of
a) metals with different d-electron density and b) for the group 4 metals with

two d-electronsu wx-M4A.

The calculations of Ho et al u for p-Zr predict an energy for the L2/3(111)
phonon bog n 7.9 meV which compares well with the measured centre
frequency of p-Zr'4 heo = 7.6(5) meV. Qualitatively the recent calculationslg-2
predict a broad band of low energy excitations at the a-point but none of them
delivers a quantitative description. As mentioned in the Introduction they all
predict a kind of elastic precursor, which is in contradiction to the
experimental findings at the a-point in pure p-Ti, p-Zr and p-HP-' .

These (over)damped phonons are the signature of strong anharmonicity
at the *-point. In a classical picture it is expected that the anharmonicity
increases with increasing mass of the oscillator. The opposite is the case. Fig. 8
shows how the damping systematically decrease with increasing mass of the
group 4 elements. Apparently inner shell contributions to the effective ion
potential play an essential role in describing the anharmonicity of the L2/3(111)
phonon.

A _
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The crystallographic relation for the 1-a martensitic phase transition was
established by Burgers3.

(110)p // (00.1)a and 11]1p // [21.1lx

The transformation can be achieved by the displacements of two phonons.
The transverse zone boundary phonon T1 1/2(110) at the N-point with a
displacement of neighbouring (110) planes in opposite [110] directions by 8 =

1202a) achieves the hcp stacking sequence. Two equivalent long wavelength
shears - for instance (1T2XT11] and (T12)[1T1] - squeeze the bec octahedron to a
regular hcp one, thereby changing the angle from 109.5*C to 120°C. These
shears are roughly those given by the initial slope of the transverse [2t 4)
phonon branch with almost [111] polarization, a point which will be explained
in the following paragraph.

The whole T[1To][40] phonon branch is of low energy (see Fig. 7b). Similar
to the w-phonon we deal with very broad phonon groups, the broadening
increases with increasing q. Again, the appropriate lineshape is given by the
Fourier transform of a damped oscillator. The T1 [44] phonons have been
measured over the whole temperature range of the bcc phase. On approaching
T. the N-point phonon energy decreases considerably (Fig. 9) but the MT dearly
occurs at finite frequency. I

These observations may be compared to the results of frozen phonon
calculations of the N-point phonon in Zrs which have shown that the bc phase
is only stabilized by anharmonic contributions. For p-Zr at T = 1123*C the
calculations yielded a phonon energy at the N-point of hwN f 4.14(12) meV in
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good agreement with our experimental result VIWN = 5.4(1) for T = 1150*C. The
temperature dependence of lION as calculated s , dbIoN/dT = 8 x 10-3 meV/K, and
our measurements (Fig. 9) dbcoN/dT = 3.4(4) x 10-3 meV/K do no agree so well.
However, considering the problems of such calculations we regard this
discrepancy as not so severe. A recent thermodynamic approach to the problem
by the expansion of the free energy in terms of the dynamical displacements
has independently suggested that a further small softening of the relevant low
energy phonon is sufficient to produce a lower minimum of the free energy for
the low temperature phase o.

Similar to the case of the o-phonon no condensation of the damped N-point
phonon to an elastic superstructure peak around q = 1/2(110) has been found.

Relation between the L2/3(11) and thLe Ti 12(110) uhonon

Two distinct regions of low energy phonons have been found in high
symmetry directions of the bcc phase of the group 4 metals. The low energy and
temperature dependent TI[F0] phonon branch is a precursor fluctuation of the
martensitic p to a transition. The low energy L2/3(111) phonon reflects the
intrinsic bcc property of a weak restoring force for displacements towards the 0
phase. It is appealing to ask whether the two soft phonons are related to each
other.

From Fig. 6 it can be seen that the displacements achieved by the L2/3(T11)
mode are identically to the displacements of a transverse phonon in t 2 J with
a [TI ] polarization and = 1/3. Changing to equivalent indices we state that the
1,2/3(111) mode is equivalent to a T1113(211) phonon with (Ti11 polarization. By
similar arguments it can be shown that the T[T1O]1/2(110) mode is identical to
the TIl/2(211) mode with [110] polarization. In other words both low energy
phonons lie in the same off-symmetry TI[24 g] phonon branch. Furthermore
the initial slope of this phonon branch is given by the long wavelength shear ofI
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(211) planes in a direction close to 111], i.e. the shear needed for the p-a tran-
sition. Because the propagation is in off-symmetry direction the polarization (or
Eigenvector) changes with w, for 4 -+ 0 it is close to (Til], at 4 = 1/3 it is exactly
(111] and rotates to [110] at 4 = 1/2.11

It is evident that all phonons needed for the phase transitions in the group
4 metals lie on the same off-symmetry branch and it is anticipated that they
are connected via a valley of low energy and (over)damped phonons on the
Brillouin zone boundary along 124]. This is best shown in the case of p-zr in
Fig. 3. Phonons along T112, 4V are of low energy and as indicated by the bars a
valley of overdamped phonons connects the T11/3(211) (a-point) phonon with the
T11/2(211) (N-point) phonon.

A PICTURE OF THE LATTICE VIBRATIONS IN REAL SPACE

Summarizing where soft modes are observed in q space we state : along
[41 direction soft modes are observed in a narrow range around t = 2/3, i.e.
indicating a correlation length in real space over roughly 20 A along [111].
Perpendicular to 111], namely in [110] and [11] phonons propagate almost
without dispersion, i.e. are more localized. So we end up with the following
qualitative picture of the lattice vibrations of group 4 metals in real space :
excitations propagate along f111] chains. Excitations perpendicular to [111] are
to a certain extent localized. If a given [111] chain vibrates along its direction
neighbouring [111] chains do not follow this motion. Along (111] chains one has
strong restoring forces whereas those perpendicular to 11111] are weak.

The soft phonons are located on the Brillouin zone surface. Different to
long wavelength shear modes these large q modes achieve a maximum shift of
neighbouring planes to each other, i.e. are best suited to achieve the
displacement necessary for displacive or martensitic phase transitions.

DEFECT DRIVEN CONDENSATION OF SOFT AND OVERDAMPED MODES

With regard to the elastic precursors or central peaks all theoretical
calculations' s-22 discuss a freezing of the amplitudes of the low energy phonons
which are related to the phase transition which then produce a kind of
(quasi)elastic scattering. The elastic measurements on high purity n-Ti and p-
Zr in various Brillouin zones and at various temperatures show, however, no
intensity which could be interpreted in terms of elastic precursors of the
transition. The precursor effects we find, namely the pronounced softening of
overdamped phonons in the Tj[1Vo branch, are of purely dynamical nature.

We suggest that the elastic precursors observed in metallic alloys on the
basis of group 4 metals are defect driven. To prove that, we alloyed Ti and Zr
with different impurities such as oxygen, nitrogen, Co, Nb or Cr.

Upon alloying in the order of 1 at% oxygen or nitrogen into n-Ti or p-Zr
extremely temperature and sample dependent elastic peaks are found in
different Brillouin zones 24. The width of these peaks never exceeds the
instrumental resolution and their intensity increases exponentially upon
approaching To. Some additional tests unambiguously proved that these
satellite peaks are only due to the coherent existence of a and p phase, caused by
the alloying of interstitial impurities.
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As stated before the elastic diffuse scattering in pure samples around the
w-point at q = 2/3(111) is of purely inelastic nature (due to overdamped phonons).
Careful analysis of this diffuse scattering in alloyed samples revealed an
increase of this diffuse intensity, the intensity of which depends on the
impurity and its concentration. Fig.10 shows this increase of diffuse elastic
intensity with respect to the neighbouring inelastic phonon intensity for
different s-Zr alloys. In all cases this purely elastic intensity does not alter
significantly with temperature (with the exception of a Debye-Waller factor),
i.e. turned out to be an intrinsic property of the bcc phase.

20 *pure Zr
.1, .0 in Zr
S &Co in Zr Fig.J Diffuse elastic intensity at

a NbinZr Q = 1.35(111) in units of the
neighbouring L2/3(111) phonon

0 10 intensity for different solutes in 0-
Zr. The intensities refer to temn-

,peratures above To, i.e. the alloys
are in thermal equilibrium.

010 20 30
at % in Zr

So, two effects occur upon alloying : i) Mainly interstitial impurities shift
the sample at a given temperature in a two phase region of coherent existence
of p and a phase. ii) The overdamped and soft w-phonon freezes upon alloying
substitutional and interstitial impurities to a static (within the time resolution
of the method) displacement giving rise to an w-like diffuse scattering.

SUMMARY

The phonon dispersion of the bcc phase of the pure group 4 metals Ti, Zr
and Hf is dominated by a valley of anomalous low frequency and strongly
damped phonons along [2t W propagation, which is related to the p to to and p to
a martensitic phase transitions. The low lying L2/3(111) phonon does not
change with temperature and is due to a bcc inherent weakness towards w
displacements. The T1112(II0) phonon decreases drastically upon approaching
To and is a precursor flut-uation of the p to a transition. Different to alloys the
overdamped phonons, which achieve the displacements for the martensitic
transition do not condensate to (quasi)static displacements.
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ABSTRACT

The two-dimensional position sensitive detector at IPNS was used to
probe the splitting of a single Bragg peak of the ferroelectric KD2PO4 (DKDP)
at temperatures below the Curie point. The (440) peak was split into four
components as the crystal itself divided into four domains. when the crystal
was subjected to electric fields of sufficient strength and duration, these
peaks would change in relative intensity, thus displaying the rearrangement
of the domain structure as the crystal changed its level of polarization.
Even at temperatures 15-20K below the Curie point, the polarized crystal was
observed to relax back to an almost completely unpolarized state upon removal
of the applied electric field. This indicates that the true coercive field
for the crystal at this temperature was much smaller than values previously
reported [1]. Low frequency dielectric constant studies using a capacitance
bridge have since been conducted, which confirm and expand on these results.

I NTRODUCTION

Neutron scattering has been used to observe the domain splitting of the
ferroelectric KH2PO4 (and some of its isomorphs) since the early 1950's (2].
Recent work done at the Joint Institute for Nuclear Research at Dubna, USSR,
(1] used a time-of-flight position sensitive detector to monitor the polariz-
ation of (DKDP) as electric fields of increasing intensity were applied to
the crystal. Their crystals were taken from a completely depolarized to a
fully polarized state in four steps of applied electric field. At each
stage, the changes in the contour map of the split peaks showed the
corresponding changes in the crystal's polarization structure. Their results
established that, given an instrument of sufficient resolution, it should be
possible to observe at least qualitative changes in the crystal's polariz-
ation state as it is subjected to electric fields of different durations and
intensities. However, it was not clear from their published data how sensit-
ive this technique is to relatively small changes in the crystal's polarizat-
ion state.

EXPERIMENT

In order to determine whether this technique could be used to probe
other aspects of ferroelectric behavior, and to test the plausibility of
obtaining quantitative results, we conducted similar experiments on the
single crystal diffractometer at Argonne National Laboratory, using time-of-
flight with a two-dimensior.- position sensitive detector. The crystals we
used were 95% pure DKDP obtained from Lasermetrics, cut to 3x3x1.5 cu.m. and
polished with glycol-wetted silk; gold/chromium electrodes were then evapor-
ated on the crystal surfaces perpendicular to the ferroelectric axis. The
electric fields were applied in one of two ways: in square wave pulses cf 533
V/cm lasting 33 msecs each, with the data collected after the pulses had been
applied, or by applying a DC voltage across the crystal while the data was
being collected.

When DKDP is cooled below the Curie point (Tc),the lattice divides into
four domains. Two have positive polarization (with piezoelectric strain
developed along axes orthogonal to each other and to the ferroelectric axis),
and the other two have negative polarization, with corresponding strain
orientations. The symmetry of the strains causes the Bragg peaks in the (kk0)
planes in reciprocal lattice space to be split into four components equally
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spaced about the point (kk). The fractional volume of scattering intensity
of each domain peak measures the fraction of total crystal volume having the
sublattice associated with that domain. The relative peak heights of these
split peaks roughly corresponds to this fractional volume (as long as the
contributions to the peak height from its neighbors are taken into
consideration). By observing these changes in relative peak height, we obtain
a first approximation of the corresponding changes taking place within the
crystal itself.

DISCUSSION AND RESULTS

The four components of the split Bragg peak we examined, the (440) peak,
are far from being completely resolved. In the limited beam time available
for our initial experiment, we chose to concentrate on the response of the
crystal to different modes of applied electric field, rather than focus on
the problem of determining the peak shape sufficiently well to assign numbers
to the fraction of crystal volume corresponding to the four domain types.
Nevertheless, we did make the following observations:

i) the position of the domain peaks are readily determined from the contour
spectra (see fig. I): they are correctly oriented, and their observed degree
of splitting indicates the crystal underwent -24' of piezoelectric strain;

ii) the peak shape appears to be the same for all four domains (as expected
by symetry),

iii) the wings of each domain peak fall essentially to zero within twice the
distance between them, which will greatly facilitate future convolution
algorithms,

iv) crystals exposed to similar conditions exhibit similar patterns of
domain structure, and

v) a rough estimate of the peak shape led to good agreement between expect-
ed values for peak heights and our observed results, for different runs with
the same crystal at the same temperature.

From the above observations, it is reasonable to suppose that when more
spectra are collected at the opposing extremes of fully polarized crystals
(monosain), and completely unpolarized crystals (four identical domains),
the task of determining the peak shape, and thus quantifying the data, will
become relatively straightforward. [This will be on of our first priorities
when we return to Argonne in January.]

First the elect:ic field was applied to the crystal in square pulses of
533 V/cm, lasting 33meconds each. These values were chosen to match the
experimental paramters of related studies of domain reversal which had been
conducted at the tiversity of South Carolina, using electron spin resonance
to monitor the domain switching [31. Although we chose temperatures closer
to those used by the Russian group in their experiments (-200R) than the
temperatures used in the experiments at South Carolina (130K), we were far
enough below the Curie point (-218K for our crystals) for it to be reasonable
to asme that the crystals would be subject to little back-relaxation.
(This is equivalent to the assumption that a significant coercive field would
be required to depolarize the crystals, once we had put them in a polarized
state.) Hokwver, repeated attempts to polarize the crystal in such a manner
clearly failed (fig. 2(a,b), and numerous other spectra not shown, almost
identical to these). We had to assm that either the duration of the pulse
was too brief, that the amount of field being applied was inadequate, or that
the crystal was undergoing back-relaxation too quickly to be able to monitorfthe polarization.

£--- -- -- --
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To test the circuit itself, and to ensure that the crystal really did
beom polarized, we then applied DC fields across the cryst al, and collected(bta white the field wa being applied. Me initlal value of field chosen,
333 V/cm, was not strong enough to polarize the crystal (fig. 2c). However,
application of 1,300 V/cm (fig. 2d) brought the crystal to nearly complete
polarization. At this point, the field was removed and another data set
imediataly taken (fig. 2e). It is clear from the spectra that the crystal
had relaxed back to a nearly completely depolarized state, merely by removing
the applied electric field, thus indicating that the 'equilibrium, coercive
field for the crystal at this temperature mist be quite maall. To check this
result, another crystal was examined, under slightly different conditions.
This second crystal was brought to nearly coplete polarization with a field
of 4 kV/cm, at 210K (fig. 3a), and then brought down to 180K while the field
was still on. %hen the field was removed and data collected (fig. 3b), the
spectra shows that once more the crystal had nearly completely depolarized,
in the absence of any opposing applied field, at a temperature >35K below the
Curie point!
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FIG 1: Peaks I and III reresent doains
having strain along the tetragonal a-axis;
peaks 11 and V how dmins having strain
along the b-axis. Peaks III and IV are
polarized up. Peak IV is the most intense;
peeks I, 1I, and III have intensities of
931, 80, and 950, respectively, of peak IV.
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FIG 3: (a) Crystal polarized by 4 ky/an electric field.
(b) crystal 0.5 hr after removal of the field in (a).

These results indicated that DKDP has domains that are far more mobile
than had previously been supposed (1). Low frequency dielectric constant
studies were then conducted to test the responsiveness of the dielectric
constant as a function of temperature, for a range of temperatures from a few
degrees above the Curie point (Tc) to temperatures well below Tc. At the
same tins, because the crystals that had been used in the ESR study of domin
switching had necessarily been 'doped, with 5% KH2AsO4, and then irradiated
with x-rays, in order to create the paramagnetic centers needed to use ESR.
we also looki' at the low frequency dielectric constant behavior for irrad-
iated DKP, .rradiated KDP, pure KDPm doped KDP, and doped, irradiated KDP.

(These resuits will be presented in detail elsewhere.)
One of the principal results from these experiments was that arDP has

highly mobile domain wells for 30-40K below the transition temperature, where
it then appears to undergo a 'freezing' process much like that observed for
KDP. Indeed, by using the real part of the dielectric constant (el) at Tc as
an indicator of the domain structure at its most fluid and most highly mobile
state, and then looking at the ratio of e'(T) to e(Tc), it can be shown that
DeDr loses very little of its domain mobility for a considerable temperature
range below Tc. Interestingly, doped KDP that has not been irradiated, and
irradiated KD and DDP that have hot been doped, all maintain a reasonably
high level of domain mobility (as characterized by high ratios of e'(T) to
e l(Tc)) for a considerable temperature region below Ta. It is only when KDP
is both doped and irradiated that e(') drops within 3-5 degrees below Tc to
only a small fraction of its aximm value at Tc. This strongly suggests
that it is the creation of the AsO4 free radicals caused by the radiation
that quite possibly creates the pinning centers that inhibit domain mobility.



we ha-e explored how technical esmrovements in neutron scattering
methods can be exploited to yield increasingly subtle and detailed inform-
ation about the polarization behavior of the ferroelectric 0IDP as its
responds to the introduction (and reenvall) of applied electric fields. One
significant observation was that DDP has highly mobile domain walls, which
maintain their mobility at temperatures far below the Curie point. This
leads to the existence of considerable backrelaxation of the polarization
upon removal of the applied electric field, as later verified in independent
stuties of the low frequency dielectric constant.
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Roert Nicklow at Oak Ridge Natioal laboratory, the uneding
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STRUCTURE OF ErBa2 Cu3 O IN THE COMPOSITION RANGE 6.1 < x -" 7.0
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ABSTRACT

The structure of a series of homogeneous ErBaaCusO. powder samples (6.1 < x <
7.0) has been determined by elastic neutron scattering using the Rietveld method of pro-
file refinement. All samples were prepared in the same way using a defined absorption-
desorption method.

By removing oxygen the c axis expands, whilst the Cu2-Cu2 and the Ba-Ba distances
contract. Accordingly, the most significant changes in atomic distances occur between the
Cu2-02,3 planes and the Cul-04-Cul chains. With decreasing oxygen content the dis-
tance between the Cu-O planes and the Cu-O-Cu chains increases and the oxygen (0 0 a)
apex atom 01 moves closer to the Cu-O-Cu chains withdrawing from the CU-O planes.
The 01-plane and 01-chain distances are monotonic functions f the oxygen content, but
the x dependence of these bonding lengths seems to be much stronger below x < 6.5. The
change of the interatomic distances can be correlated to the suppression of superconduc-
tivity which clearly occurs within the orthorhombic phase.

INTRODUCTION

Various groups have replaced Y in the 123-compound by a Rare Earth atom which
carries a magnetic moment to investigate crystal field effects [1] or magnetic superstruc-
tures [2]. Substituting Y by most of the Rare Earths only slightly affects the supercon-
ducting properties [3]. These are, however, strongly influenced by the amount of oxygen
in YBaCus . which can be varied between 6.0 and 7.0 [4]. YBa 2 CusO. has a defect per-
ovsite structure within this range of oxygen concentrations. At oxygen contents < 6.32
the crystal structure is tetragonal at room temperature [5]. At oxygen contents > 6.32 it
becomes orthorhombic as a result of oxygen ordering driven by repulsive 0-0 interactions
16, 7, 8]. The transition temperature to superconductivity, T,, which is 92 K for x = 7
decreases with decreasing x in a steplike manner until at x - 6.4 the material is no longer
a superconductor. Cava et al. showed that there is no direct correlation between the loss
of superconductivity and the structural transition from orthorhombic to tetragonal 191.

In the ErBaCusO, system, the orthorhombic-to-tetragonsl(O-T) phase transfor-
mation at room temperature occurs at a lower oxygen content (x - 6.25 [10]) than in
YBa1CusO1 [5). Hence we chose to study ErB&aCuaO. to see more clearly the effects of
structure on the electronic properties. Qualitatively, the results are not strongly influenced
by the Er ions and should also be valid for YBa2 Cu2 O2 .

EXPERIMENTAL

The ErBa2 Cu 3 0. starting material was produced from stoichiometric amounts of
ErOs, B&CO3 and CuO powders by the following standard sintering process. The powders
were thoroughly mixed, pressed to pellets and then fired twice under flowing oxygen gas
up to a temperature of 950C. Between the two firing processes the material was reground
to enhance the sample homogeneity. The material prepared in this way was single phased
with T. = 92 K.

The axygen content, x, of 12-gr batches of ErBasCns0. powder was then adjusted in- a volumetric system by a temperature and time controlled oxygen desorption -absorption

process [51. First, the samples were degassed under vacuum at 750C to attain a comm,,,
reference state for the subsequent absorption of oxygen. The reference state is the equi-
librium state of ErBaCusO, at 750*C under an oxygen pressure of 1.5 x 10 - mbar.
Then at 7W0C a defined amount of oxygen gas was introduced to the chamber containing
the sample. Upon cooling to room temperature at a rate of 0.75*C/min all the oxygen gas
was absorbed by the sample.

Not. ta. Sme. symI. Prot. vat I". usm mossul ftsesaref Society



To estimate the oxygen contents of the samples in the reference state, the ErBa2 Cu0 7
sample was produced with an excess amount of oxygen gas in the sample chamber. It
absorbed 0.94(±0.02) mole of 02 per two moles of ErB 2 CusO0 . Thus taking into consid-
eration an oxygen content of x = 6.06(2) in the reference state we prepared seven samples
with final concentrations of x = 6.06, 6.30, 6.50, 6.62, 6.75, 6.87 and 7.0 (with an absolute
error of about ±0.02 - 0.03). The oxygen concentration x can also be obtained from the
neutron diffraction data adding the site occupation factors of all the oxygen sites. Since the
site occupation factors are an absolute measure, the x values as derived from the neutron
scattering data have been used to characterize the samples: x = 6.11(2), 6.34(2), 6.53(2),
6.64(2), 6.78(2), 6.87(1) and 7.02(2).

After preparation, the samples were placed in vanadium containers (10 mm diameter,
50 mm height) which were sealed under helium using indium wire gaskets. Neutron diffrac-
tion data were collected in the 20 angular range 30 - 1300 on the multidetector powder
diffractometer DMC at the SAPHIR reactor in Wfirenlingen, Switzerland (liquid-nitrogen-
cooled Si filter, vertically focussing Ge(311) monochtomator, collimation 10'/-/12') at a
temperature of 20 K. At this temperature all samples showing superconductivity were in
the superconducting state. The wavelength used for all experiments was 1.7060(5)A as cal-
ibrated from spectra of pure silicon. The diffraction patterns were evaluated by a Rietveld
refinement t111 using a modified code of Hewat [12, 13] that includes the refinement of
anisotropic temperature factors.

RESULTS AND DISCUSSION

All neutron spectra could be indexed on the basis of the oxygen-deficient triple
perovkite cell. No extra peaks larger than 3 estimated standard deviations (e.s.d.'s) of
background due to additional phases or superstructure were observed.

We started refining 165 reflections of the ErBaCus0 7 sample in the orthorhombic
space group Pminm (No. 47, Dj). The input parameters for this refinement were taken
from a neutron study on YBa2 Cu3 O 7 at 10 K [14]. In the first runs only the scale factor, the
zero point, the profile parameters U, V, W and the cell constants a, b, and c were allowed
to vary. After the refinement stabilized, the a parameters were opened to refinement and in
subsequent refinement cycles the temperature factors were determined. The site occupation
factor of the 04 chain atoms was opened during all the final runs. All other atoms, including
the oxygen apex atom 01 and the Cu-O plane atoms 02 and 03, showed only insignificant
over or under occupation (01, 02 and 03 site occupation factors were 1.0 ±0.02 to ±0.03)
so that they were fixed to 1.0 in all runs to reduce excessive parameter freedom. The
temperature factor of the 04 atom, when refined in an isotropic model, was unusually
large. The refinement was significantly improved by using anisotropic B factors. This was
indicated by the decrease of the reliability factors as well as proved by implementation
of a significance test (151 searching for :'Werences in the model predictions. In the final
refinement cycles all profile, lattice, and structural parameters were varied simultaneously
until the weighted reliability factor Rw, differed by less than 1/1000 in two successive runs.

The refinements for the oxygen deficient samples were carried out in the same way for
the succession of samples with decreasing oxygen content, always using the results of the
preceding calculation as starting input parameters. The refinement of the ErBa2 Cu3 O6 .1 1
data in the Pmmm space group gave equal cell constants a and b and equal occupations
of the 05 (1/2, 0, 0) sad 04 sites. The use of anisotropical B factors did not improve the
fit. The spectrum was thus refined in the P4/mmm space group (No. 123, D'h) fitting 100
reflexions with 19 parameters. Attempts to refine ErBa2Cu3 O*.3 4 in the P4/mmm space
group were not successful. The cell constants a and b did not refine to equal values. If
oxygen was forced onto the 05 site the temperature factor increased to physically unrealistic
values. If we used a fixed B factor with the same value asfor the 04 atom the 05 site
occupation factor was calculated to 0 ± 0.03. The amine result was found for all samples
refined in the Pmmm space group.

In all cases the peak profiles were described well by a Gaussian function. The profile
parameters U, V and W were in the range usually observed for intermetallic powders
(using the same spectrometer configuration). They did not indicate any anomaly in the
diffraction peak width. The results of our refinements are listed in Table I including lattice
and structural parameters as well as the reliability factors, R, for all refinements (assigning
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TABLE I. Structural parameters of ErBa2OuCOU. at 20 K. For refined parameters the
e.s.d.'s of the last significant digit are given in parentheses. The reliability factors were
evaluated following the procedure of Young, Prince and Sparks [16]. ErBa2 CusO,, space
group Pmmm [No.47, D' , x=6.34, 6.53, 6.64, 6.78, 6.87, 7.02; Er: lh, Ba: 2t, Cul: la,
Cu2, 01: 2q, 02: 2s, 03: 2r, 04: le] or P4/mmm [No. 123, Dh, x=6.11; Er: 1d, Ba: 2h,
Cul: la, Cu2, 01: 2g, 02=03: 4i, 04: 2f]. Neutron wavelength 1.7060(5)k. Units for tem-

perature factors B: A2. Form of the temperature factors is isotropic: exp(-Bi. sin2 
0/'

2 )
and arisotropic: exp[-(h a*2 B11 + k 2b'B2 + lzc 2 B33)]

Atom Param. 6.11 6.34 6.53 6.64 6.78 6.87 7.02

Er B 0.20(9) 0.32(8) 0.27(7) 0.32(8) 0.46(10) 0.22(7) 0.21(6)
Ba B 0.02(9) 0.28(9) 0.19(9) 0.19(9) 0.07(11) 0.41 81 0.30(6)

a 0.1951(4) 0.1935(3) 0.1899(3) 0.1882(4) 0.1864(5) 0.1852(4) 0.1838(3)

Cul B 0.21(9) 0.20(8) 0.27(8) 0.12(8) 0.14(10) 0.10(7) 0.00(6)

C2 B 0.01(6) 0.10(5) 0.08(5) 0.11(6 0.34(7) 0.04(5) 0.07(4)
a 0.3610(3) 0.3609(3) 0.3584(3) 0.3575(3) 0.3567(4) 0.3565(2) 0.3552(2)

01 B 0.35(9) 0.62(8) 0.41(8) 0.39(9) 0.39(12) 0.16(8) 0,30(7)

a 0.1532(4) 0.1536(4) 0.1559(4 0.1569(4) 0.1578(5) 0.1584(3) 0.1586(4)

02 B 0.13(6) 0.05(22) 1.11(9) 0.04(9) 0.01(10) 0.13(7) 0.29(6)
3 0.3797(3) 0.3828(6) 0.3802(5) 0.3796(5) 0.3782(6) 0.3785(4) 0.3779(3)

03 B 0.34(6) 0.318 0.17(9) 0.21(11) 0.18(7) 0.24(6)
• 0.3792(2) 0.3770(3) 0.3770(5) 0.3770(6) 0.3789(4) 0.3790(3)

04 B 1.5(9)
B,, 6.3(1.8) 2.9(9) 3.8(9) 4.7(9) 2.4(4) 1.0(3)B2 22) 1.7 1.47 0.6 1.1J4) 1.0(3

6.42.0' 3.2(1.2 2.7(1.1 2.1(1.0' 1.3 4 1.73)

B 0.11(2) 0.34(2 0.53(2) 0.64(20 0.1(2 0.8  .022

Cel constants (A)
a 3.846(2) 3.844(1) 3.823(1) 3.820(1) 3.817(2) 3.812(1) 3.803(1)3.851(1) 3.865(1) 3.869(1) 3.874(3) 3.877(1) 3.873(1)

c 11.792(6) 11.760(5) 11.694(5) 11.676(5) 11.653(6) 11.650(5) 11.820(4)

R values
, 4.15 4.54 3.66 5.01 6.71 4.10 4.09

R,, 10.02 9.06 8.19 9.09 10.96 7.69 7.50
4.18 4.03 4.20 4.53 5.03 4.17 3.92

the apex atom 01 and the Cu-0 chain atom 04, we adopt the nomenclature of the ILL
group 117] which corresponds to the Argonne description [18] if 01 and 04 axe inter-
changed).

The concentration dependence of some relevant bond distances projected in the z
direction is shown in Fig. 1. The changes occuring in the inner cube of the triple perovskite
cell together with the change of the Ba-(Er)-Ba distance are sketched in Fig. la. Fig. lb
shows the x dependence of the distance between the Cu-0 chains and this inner cube
and in Fig. Ic we present the relative shifts of the oxygen apex atom 01 which occupies
a bridging position between the Cu-0 chains and the Cu-0 planes. With decreasing
oxygen content the distance between the Cu-0 planes as well s the Ba-(Er)-Ba distance
decrease, contrary to the x dependence of the cell axis c. As the contraction of the inner
cube is less than the increase of the Cu-0 chain Cu-0 plane distance the c axis increases
with decreasng oxygen content. The stron;est changes of atomic distances are observed
between the Cu-O planes and the Cu-0 chains. The 01 atom changes its relative position:
the Cu2-01 and Ba-Ol (along s) distances increase, whereas the 01 atom Cu-0 chain
distance - the shortest bonding length in the cell - decreases further.
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Fig. 1. Interatomic distances in ErBa2 CuSO.: (a) changes occuring in the inner cube
of the triple perovskite cell; (b) distances between the Cu-0 chains and the inner cube; (c)
distances, representing the position of the 01 apex atom relative to the Cu-0 chains and
Cu-0 planes. (The error of the interatomic distances is about ±0.005A, which is a worst
case estimate also accounting for errors like individual background subtraction, errors of
the cell constants and errors of wavelength.)

An interesting feature of the bond lengths plotted in Fig. Ic is their enhanced com-
position dependence in the region 6.3 < x < 6.5. To examine whether this behaviour is
correlated to the suppression of superconductivity we prepared a series of smaller samples
with a finer gradation of the oxypen content. Fig. 2 shows the cell parameters of these sam-
pies measured by x-ray diffraction [10 together with their transition temperatures. The
T,'a were determined from the onset of the MeWisner signal measured by the field-cooling
procedure in 20 0e by meas of a SQUID susceptometer (S.H.E. model 800) [191. It can
be early seen from Fig. 2 that in the oncentration range 6.3 < x < 6.5 the samples are
still orthorhombic but that T decreases drastically with decreasing x. Superconductivityis suppressed totally at oxygen contests x _< 6.33.

Similar observations in the YBa5 Cu5 O1 system led to speculations about charge re-
distributions between the Cu-O chains and the Cu-0 planes. It was suggested that this
mechanism is responsible for the loss of superconductivity [9, 20, 21]. In current theories
of high-T, superconductivity the number of holes in the Cu-O planes plays an important
role [22). The changes in the bond lengths relative to the 01 atom might be correlated to
an electron transfer from the chains to the planes when oxygen is removed from the Cu-0
chains. This leads to a decrease of the hole concentration in the Cu-0 planes and thus
causes the disappearance of superconductivity. The x dependence of the Ba-OI separation
(see Fig. Ic) also suggests the concept of negative charge transfer from the chains to the
planes and can be explained in terms of electrostatics as a reaction on the altering internal
electric field. The Ba atom is attracted by the increaing amount of negative charges in the
planes whereas the 01 atom moves toward the Cu-0 chains. Thus the Cu-0 chains only
play the rote of a charge reservoir for the Cu-O planes. The fact that the superconductivity
decays more rapidly with decreasing x in the same concentration range, where a
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Fig. 2. (left side) Cell constants a, b and c of ErBa CusO. at room temperature measured
by x-ray diffration, together with the transition temperatures obtained from dc suscep-
tibility measurements. The hatching mars the region of non-superconducting but stillorthorhombic smes

Fig. 3. (right sd)Tasition temperatures of ErBa,2CusO,, as a function of the Cul-Ol
bond length.

stronger shift of the 01 atoms from the planes towards the chains is observed, is a striking
argument that the model described is reasonable.

In Fig. 3 we have plotted T. versus the Cut-Of distance. As expected from the above
discussion, we find a nearly linear dependence of T, on this bond length.. Similuar meults
are reported by Ashkenazi and Kuper [23]. Prom the plot we estimate a limiting distance
of 1.805(5),A between the apex oxygen atom and the Cu-O chains for the occurrence of
superconductivity in ErBa2Cu3O.

CONCLUSIONS

We have shown that a dlear relation exists between structural, changes .and chanties
in he upeconuctng roprtis o Eras~sO=upo o gendeimtercalation. At tSe

ron atom tp-

proaches~~~~~~~~~~~~~ th.uOcan n ihrw rmteC-Opae.Ti hf of the 01 atom

whih dscrbe=thetrnsiionto on-upecoducingbehvior. urhermore, T, was
foun todepnd lmot lieary o th O1Cu-Ochan dstace.Recntly, simnilar rela-tisod for YB&CU4

a2] nti case, however, th bondig lngk were affce aypplying a hydrostatic
pressure.
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ABSTRACT

The title compounds are structurally isomorphous and crystallize with
the symmetry of space group 14/un. The lattice parameters are
a - 3.8248(l), c - 19.4286(5)A for La1 .9Cal Cu206 and a - 3.8601(1),
c - 19.9994(5)A for La1 .9 Sr1 .1 Cu206+,. The structure can be easily derived
from that of La2CuO4 by substituting the layers of composition CuO 2 present
in La2CuO4 with a block of three layers having composition and sequence

(CuO2 ) - (R) - (CuO2 ), where R is Ca, Sr, and/or La. Although the general
structural configuration is the same for the Ca and the Sr compounds, the
distribution of the metal atoms is different in the two cases. More
specifically, in La1 .9Ca1 .1Cu206 the perovskite-type layers form blocks with
sequence (CuO2) (Ca) - (CuO2 ), and are separated by rock-salt blocks of
two layers (LaO)- (LaO). In La.9 Sr.1 CU206+6, on the other hand, the
perovsktte-type blocks have composition and sequence (CuO2 ) - (R) - (CuO2 )
and they are separated by blocks (NO) - (NO), where both R and N are about
65%La and 35%Sr.

INTRODUCTION

In all the superconducting copper oxides there are CuO2  planes
separated by either charge reservoir layers or by rare-earth oxide layers
which can be doped by aliovalent ions to induce superconductivity. These
compounds can be described as members of a large family derived from
stacking blocks having the rock-salt and perovskite-type structure [1].
Most commonly, the electronically active CuO2 layer has copper in square-
pyramidal coordination.

There are members of this family, strongly related to the structure of
La2CuO4  and Ba2YCu3O7, which have never been made superconducting, that is
the compounds with 3:2 stoichlometry, La2 x MI+xCu206+6 (M - Ca, Sr) [2]. In
spite of similarities to known compounds, these materials apparently cannot
be doped with holes by the usual M2+/M3+ substitution to an extent
sufficient to induce even metallic conductivity. Small substitutions (0.0 <
x ! 0.15) are, however, possible.

In this paper, we present the results of our structural studies of
La1 . M.1 Cu206+6 (M - Ca, Sr) by neutron powder profile a,'lysls carried out
to find structural clues that would shed light on the surprising lack of
superconductivity in this structural type.

EXPERIMENTAL

The compounds La1 9Cal lCU206  and Lal 9St .Cu20 6 were prepared as
described in ref. [2]. The neutron diffraction measurements were performed

Mot. Rw. Smc. Synip. Pioc. Vol. 166. c199 Maeduls Rowarch Society
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on the high-resolution five-counter diffractometer at the reactor of the
National Institute of Standards and Technology, using a neutron wavelength
of 1.553(1)A. The structures were refined with the Rietveld method [3]
adapted to the multicounter diffractometer and modified to include the
background parameters [4]. Peak shapes were described by Gaussian
functions. The neutron scattering amplitudes used in the refinements were
b(La) - 0.827, b(Ca) - 0.490, b(Sr) - 0.702, b(Cu) - 0.772 and b(O) - 0.581

x 10-1 2cm. The structure is built by substituting the layers (CuO2 )o,c
present in the structure of La2CuO 4 [5] with blocks of three layers -

(CuO2)o,c - (R)c,o - (Cuo 2 )o,c -, where R can be Ca, Sr, or La (in this

description a layer is specified by a chemical symbol giving the composition
of the layer, and by a subscript q or g indicating if the cation is,
respectively, at the origin or at the center of the mesh of the layer [1]).
Thus, from the sequence

... [(Cu02)o - (LaO)c - (LaO)o - (CuO2)c - (LaO)o - (LaO)c] - (Cu02 )o...

describing the structure of La2CuO 4, we obtain the sequence

... [(Cuo2)o - (R)c - (CuO2)o - (NO)c - (NO)o- (CuO2)c - (R)o - (CuO2)c -

(NO)0 - (NO)c] - (CuO2)o...

which describes the structure of La2MCu206 and where N and R can be Ca, La,

and/or Sr and where the square brackets include the content of a unit cell
of the structure. This atomic configuration has true or approximate
tetragonal symmetry and is based on a body-centered lattice of approximate

lattice parameters 3.8 x 3.8 x IgA3 . The initial positional parameters
obtained from the model were therefore refined in space group 14/mmm. A few
weak reflections, observed in the powder patterns of both compounds, could
not be indexed in terms of the adopted unit cell or in terms of multiple
cells and were, therefore, attributed to impurities and excluded from all
subsequent calculations. In the final refinements all the structural,
lattice, and profile parameters were varied simultaneously with the only
constraint that the positions 2a and 4e of the R and N atoms, respectively,
be fully occupied. The results of these calculations are given in Tables I
and II. The relevant bond distances are shown in Table III and a schematic
representation of the structure is illustrated in fig. 1.

TABLE I. Refined Structural Parameters of La1 .9Ca1 .u 206

Space group: 14/mmm a - 3.8248(1) c - 19.4286(5)A v - 284.22(2)A
3

la Position z , B(A2 ) nLa 2a 4/mm 0 0 0 1.0(1) 0.014(6)

Ca 2a 4/mmm 0 0 0 1.0(1) 0.236(6)
La(1) 4e 4mm 0 0 0.17578(9) 0.47(5) 0.47(1)
Ca(l) 4e 4mm 0 0 0.17578(9) 0.47(5) 0.03(1)
Cu 4e 4mm 0 0 0.58503(9) 0.32(4) 0.5
0(1) 8g mm 0 1/2 0.08230(9) 0.74(5) 1.005(8)
0(2) 4e 4mm 0 0 0.7046(2) 1.52(8) 0.506(6)
0(3) 2b 4/mmm 0 0 1/2 0.7 0.008(2)

Rn - 4.58 Rp - 5.96 Rw - 8.54 Re - 4.3 4  X - 1.97

Formula obtained from refinement: La1 .94 (5)Ca .O6 (5 )Cu206 .0 8 (4)
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TABLE II. Refined Structural Parameters of La1 . Sr.1 Cu206+6

Space group: 14/mmm a - 3.8601(1) c - 19.9994(5)A v - 298.00(2)A
3

Atom Position (A2 ) n
La 2a 4/mmm 0 0 0 0.78(8) 0.17(2)
Sr 2a 4/mmm 0 0 0 0.78(8) 0.08(2)
La(J) 4e 4mm 0 0 0.1792(1) 0.53(6) 0.31(3)
Sr(l) 4e 4mm 0 0 0.1792(1) 0.53(6) 0.19(3)
Cu 4e 4mm 0 0 0.5924(1) 0.62(4) 0.5
0(1) 8g mm 0 1/2 0.08603(8) 1.00(4) 1.00
0(2) 4 4mm 0 0 0.7024(2) 1.84(6) 0.5
0(3) 2b 4/mmm 0 0 1/2 0.7 0.035(2)

Rn - 6.29 Rp - 6.13 R, - 8.28 Re - 5.23 X - 1.58

Formula obtained from refinement: La1.9 (2)Sr1 .0 (2)Cu206 .14 (1 )

TABLE III. Relevant bond Distances in La1 . Ca l.Cu206 and Lal.9 Sr1 lCu 206+6

La1 .9Ca.1 Cu206  La1 .9Sr1 .1Cu206+6

Ca-0(1) x 8 2.493(1) LaSr-0(1) x 8 2.586(1)
La-0(1) x 4 2.638(1) LaSr-0(1) x 4 2.683(1)
La-0(2) x 4 2.7619(6) LaSr-O(2) x 4 2.769(1)
La-0(2) x 1 2.324(3) LaSr-0(2) x 1 2.368(5)

Cu-0(1) x 4 1.9132(1) Cu-0(1) x 4 1.9340(2)
Cu-0(2) x 1 2.323(3) Cu-0(2) x 1 2.196(5)

... .......... (Cu0=c

...... (NO)o Fig. 1. Schematic representation of

.. the structure of La1 9M1, Cu206 +6 .

--------------- - Small full circles are copper atoms,...... ... (O) large open circles oxygen atoms,
... 0 hatched circles N atoms and cross-

I f (CU02)O hatched circles R atoms (R and N are

Ti Ca and La, respectively, in
. . ... (R) La1 gCa 1 .Cu206  and La + Sr in

I .: (uO2o Lal 9Srl lCu 206+). The oxygen atoms

...... 0" (CuO2)o near the copper layers are labeled
" 1 0(1) in Tables I and II and those

near the layers of N and R, 0(2) andQI 0(3), respectively. The arrows
indicate the direction of

-". C .(NO)o displacement of the cations relative
to the planes of the oxygen atoms.

. (Cu 2)c

, " (R)o
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DISCUSSION

The results of Table I show that the structure of La1 . Ca.1 Cu206

determined in this study agrees closely with that previously determined by
Izumi et ii. [6] for the same composition. Although the general structural
features for the Ca and Sr compounds are the same, the distribution of the
metal atoms in the crystallographic sites is different in the two cases.
This may be easily seen by representing the two structures as sequences of
layers in the following way:

[(CuO2)o - (Ca)c - (Cud2)o - (LaO)c - (LaO)o - (CuO2)c - (Ca)o - (CuO2)c -

(LaO)0 - (LaO) c] - (Cu0 do...

for La2 CaCu206, and

[(Cud2)o - (R)c - (Cu02 )o - (NO)c - (NO)o - (CuO2)c - (R)o - (Cu02 )c -

(NO)0 - (NO)c] - (CuO2)o...

for La2SrCu20 6. In this case, N and R are both -65%La + 35%Sr and, as

before, the content of a unit cell of the structure Is enclosed in square
brackets. The above schemes show that the (CuO2 ) layers are separated by

(Ca) layers in La1 .9Ca.1 Cu206 with Ca
2+ in eight-fold and La3+ in nine-fold

coordination. In La1 . Sr.1 Cu206+6, on the other hand, both sites are

occupied by La3+ and Sr2+  in a disordered fashion and in proportions
consistent with the stoichiometry of the compound. The interatomic
distances and the lattice parameters of the two structures reflect the fact

that the ionic radius of Sr2+ is larger than that of Ca2 +.
The coordination of copper in La2CuO 4 is bipyramidal with the bipyramid

of oxygen atoms considerably elongated along the c-axis [5]. The
replacement of the (CuO2 ) layers of La2 CuO4 with (Cu02 ) - (R) - (Cu02 ) to

produce La2MCu2 06 has the effect of changing the polyhedron surrounding the

copper atom into a pyramid in which the Cu-O distances within the layer
(CuO2) are much shorter than the Cu-O distance with the oxygen atom at the

apex (1.913 versus 2.323A in La1 . Ca.1 Cu2O6 ). The same kind of situation

has been found in other compounds [7]. The copper atoms are slightly
removed from the plane of the oxygen atoms towards the interior of the
pyramid. This shift, however, is considerably smaller in the title
compounds than in Ba2YCu3O6 +x [7] (0.05 and O.13A in the Ca and Sr

compounds, respectively, versus 0.27 and 0.22A in Ba2YCu307 and BaYCu3O6 )

and, as a consequence, the buckling of the (CuO2 ) layers is less pronounced.

La and N atoms (N - La+Sr) are nine-coordinated to oxygen in the same
way found in La2CuO 4. The coordination polyhedron is a capped antiprism and

the cation is shifted from the center towards the capped face. The oxygen
atoms 0(2) (fig. 1) are removed from the planes of the cations by 0.56A in
the calcium compound and by 0.46A in the strontium compound. The La-O and
N-O bond lengths are virtually identical to those found in La2CuO 4. The

eight-coordinated cations (Ca and R in the calcium and strontium compounds,
respectively) are located at the center of square prisms. This type of
coordination is possible only for n ) 2 in the homologous series

% 2V -
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La2Mn-ICUnO2n+2*

As shown in Tables I and II, the refined composition is in excellent
agreement with the nominal stoichiometry, with all components within two
standard deviations of the expected values in both compounds. Due to large
correlations in the refinements of the occupancy factors in
La1 .Srl.iCu 206+6 , the standard deviations on the La:Sr ratio are larger

than those for the calcium compound, allowing for considerable ambiguity.
The most significant differences between the Ca and Sr analogs are in

the nature of the cation in the eight-coordinated site between the copper
pyramids (primarily Ca in Lal.gCal.lCU206 and primarily R - 65%La + 35%Sr in

Lal. 9Srl.iCu206+6 ), and in the occupancy of the oxygen interstitial site

0(3) associated with that cation. As expected, for the small Ca2+ ion the
preferred coordination with oxygen is eight and no significant presence of
oxygen is found in this site in the Ca compound. For the Sr analog,
however, a coordination larger than eight is possible, and this favors the
partial occupancy of site 0(3) which we actually observe. The disruptive
presence of this interstitial oxygen has often been proposed as being
responsible for the lack of superconductivity in La1 .9Sr1 .1Cu206+6, and our
observations are in support of this view. For the Ca analog, however, this
cannot be the case. Although the band structures of these materials have
not been calculated to our knowledge, the relative flatness of the CuO2
plane in Lal. 9Ca1 1Cu206 is in considerable contrast to the puckered planes

found in the hole doped superconductors, and suggests a somewhat different
distribution of charge among the bonds within the CuO5 pyramids, which may

affect the ability of the planes to accept a significant amount of hole
doping.

The compounds analyzed in this study are terms of the homologous series
La2Mn-iCunO 2n+2with n - 2. This series may be considered as a particular
case of a more general class of compounds of formula (AO)x(BO)y(M)n-I(CuO2)n

having a structural type in which blocks of (AO)x(BO)y with the rock-salt

structure alternate with blocks having a defective perovskite configuration.
The condition of equality between cation and anion valences requires that
2(2n + x + y) - px + qy + s(n+l) + mn where p, q, s and m are the valences

of A, B, M and Cu, respectively. If we assume that m - s - 2 (case of Ca2+

and Cu2+, we have x(p-2) + y(q-2) - 2 and, for y- 0 and p - 3 (case of
La3+) we obtain the formula (AO)2(N)n l(CUD2)n i.e., 3+2+ n 2n+2

is the homologous series of the title compounds. Note that for q - 2, y may
assume any value. For y - 2 we obtain (AO)2(BO)2(M)n.I(CuO2)n i.e.,

A2B2Mn.ICUnO2n+4 which is the homologous series of the well known compounds
B12Sr2Can-iCunO 2n+4  and Tl2Ba2Can-ICunO2n+4. The above formulas not only

show how La2MCu206 is related to compounds of the same homologous series,
but also how it is connected with materials belonging to the more general
class with the same structural type, formed by block of layers with the
rock-salt structure alternating with blocks with the perovskite
configuration.
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ABSTRACT

We have recently reported[l] neutron depolarization measurements on an

YBa 2 Cu3 O7_8 composition exhibiting a transition from a low temperature state which

caused depolarization (P=0.76+-.02) to one at high temperatures (T=55K) where

depolarization was absent. Since this temperature is well below the measured

superconducting transition at 86K, we speculated that the transition was a dynamic one

corresponding to flux lattice mnelting[2] or to formation of a glassy state[3]. We have now

extended these depolarization measurements to two specimens of Bi2_2 Sr1 .7 CaCu2O 8+5 ,

prepared and characterized[4] at IBM, which showed superconducting transitions at 80K

with weak tails extending to 110K. The two samples have critical current densities, as

determined by the Bean expression[51, that differ by 50%.

Data were taken at temperatures down to 10K and in applied fields up to 2000 oe,
with cooling and field application sequences exactly the same as with the YBa2Cu3 07.&

Surprisingly, the sample with higher current density shows only a small amount of

depolarization (P=.988+-.003), while the other shows no depolarization. We therefore

conclude that the flux lattice arrangement and/or stability is qualitatively different in these

compositions as compared with YBa 2Cu30-8, perhaps due to extrinsic properties such

as grain size (suggested by photomicrographs), or to the intrinsic nature of pinning

forces. Further experiments are in progress to sort out these questions.
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USE OF NEUTRON DIFFRACTION IN DETERMINING STRAINS IN IIIGI-
TEMPERATURE SUPERCONDUCTING COMPOSITES*

D. S. Kupperman, J. P. Singh, and S. MaJumdar. Materials and
Components Technology Division, R. L. Hitterman, Materials Science
Division. Argonne National Laboratory. Argonne, Illinois 60439-4838
J. Faber Jr.. Amoco Research, Naperville. Illinois

ABSTRACT

The Argonne Intense Pulsed Neutron Source and General Purpose
Powder Diffractometer have been used to study high Tc metal oxide
composites composed of yttrium barium copper oxide and silver.
Neutron diffraction techniques were applied to composites with 15, 20
and 30% silver content by volume. We have observed that after hot
pressing, the 30% Ag specimens contained both orthorhombic high Tc
and tetragonal, non-superconducting phases near the center of the
specimens but only tetragonal near the surface. The relationship of shifts
in Bragg peaks to strains of the constituents is discussed.

INTRODUCTION

Since the discovery of superconducting materials with relatively
high transition temperatures (Tc). there has been a considerable effort
both to understand the reason for the high Te and to improve the
mechanical properties, which limit the practical applications. The YBa-
2Cu 3 07.8 (YBCO) compounds have received considerable attention 11-31.
because of their high Tc and high upper critical magnetic field. Additions
of silver have recently been shown [4] to improve the mechanical
properties (toughness and strength) of these compounds. Furthermore,
the addition of the Ag can improve the conductive path between grains of
superconducting YBCO and possibly help reduce the "weak-link" effect
15). Note that whereas the addition of a low-volume fraction of silver does
not adversely affect the superconductivity the introduction of transition
metals to YBCO can have a detrimental effect on the superconducting
properties. Also, the addition of silver has a minimal affect on the stress
free lattice spacing. During fabrication of YBCO/Ag composites, differ-
ential thermal expansion upon cooling can lead to potentially troublesome
residual stresses. Since the Ag contracts more than the YBCO, good
bonding between the ceramic and silver could lead 161 to tensile stresses
in the silver and compressive stresses in the YBCO for relatively small
percentages of Ag. The mechanical properties and life expectancy of
components made from this material may depend on the residual
stresses. An understanding of the nature and magnitude of these stresses
will help improve the design of these composites.

Neutron diffraction is a powerful method for measuring bulk resid-
ual strains, from which residual stresses can be calculated 17,81. Neutrons
can provide a bulk measurement because they can penetrate deeper than
X-rays. In the present work, the Intense Pulsed Neutron Source (lI'NS)
and General Purpose Powder Diffractometer (GPPD) at Argonne National
Laboratory were used to measure the residual thermal strains In YICO
composites.

t . Re. Soc. Symp. Prac. Vol. 166. 1990 Materialt Aeaeych Society
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Sample Preparation

Samples discussed here are fabricated from a mixture of YBCO and
Ag powders, with 0. 15. 20. and 30% Ag by volume (81. The phase
composition of YBCO powder was confirmed by X-ray analysis. The Ag
powder had a particle size range of 2-3.5 p.m, as indicated by the supplier.
Both YBCO and composite powders were formed into rectangular bars.
(-5.1 x 0.6 x 0.3 cm) by uniaxlal pressing in a steel die at 150 MPa.
Rectangular bars of composite YBCO/Ag were sintered in flowing 02 at
930*C for 4 h and then annealed for 8 h from 435 to 380°C. Examination
of polished surfaces of sintered YBCO/ 15% Ag bar specimens by SEM
showed that the Ag phase was randomly distributed in discrete globules.
Furthermore, little or no preferred orientation of Ag was observed next to
the YBCO. The density of the sintered specimens was observed to in-
crease with increasing Ag content. A density of 95% theoretical was ob-
tained at 30 vol% Ag content. The increase In density probably occurs
because the Ag acts as a shi.tering aid. Examination of the fracture surface
of a sintered specimen of YBCO/20% Ag showed a typical grain size of 15
pm. These grains are about twice as large as those for YBCO specimens
without any Ag addition. This increase in grain size Is believed to be due
to the presence of a liquid phase formed as a result of Ag addition. The
resistivity was measured by a conventional four-probe technique. The
critical current density values were determined with a criterion of
1.0 gV/cm at 77 K and zero magnetic field.

Neutron Diffraction Using the Intense Pulsed Neutron Source

In the experiments described here. Bragg's Law is used first to
determine the lattice spacing d for a particular hid reflection from both
YBCO and Ag averaged over a volume of the strain-free powder. The
stressed composite fabricated from these powders is examined next. The
lattice strain associated with the hid plane of a given phase in the com-
posite Is given by

e = (d - do)/do. (1)

where do is the unstrained hid spacing (powder) and d is the spacing for
the composite.

Lattice spacings can be measured to an accuracy of ±0.0002 A. The
main advantage of the pulsed source is that many diffraction peaks can be
measured at the same time in different spatial directions. Results
reported here combine the data from the 900 and 1480 detectors.

EXPERIMENTAL RESULTS

Figure 1 shows the average bulk strain at room temperature in the
Ag as a function of volume percent Ag in the composite and the crystallo-
graphic direction. The Ag diffraction peaks for which data are presented
are clearly isolated from the YBCO diffraction peaks. The potentially
complex loads and the relatively large error in absolute measurement of
strain makes it difficult to reach any conclusions by comparing strains in
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various crystallographic directions. However. there is a trend toward
decreasing Ag strain as the Ag volume fraction increases (the relative
error in strain between samples of varying Ag content is about half the
uncertainty in the absolute values). The strain, however, is expected, to be
proportional to the difference between the thermal expansion coefficient
of Ag and that of the composite (which increases with increasing Ag) [91.
It is unlikely that Y, Ba. Cu or 0 can change the Ag spacing chemically.
The difference between the thermal expansion coefficients of Ag and
YBCO is about 2 x 10-6/*C. An increase in Ag content from 15% to 30%
should increase the composite coefficient of expansion by about 2%. The
observed decrease in strain is much larger than can be explained by the
-2% change in thermal expansion coefficient. It is possible that the
strain is relieved by creep. Analysis of the diffraction peak full-width-at-
half-maximum (FWHM) shows insignificant broadening (<10/), which is
consistent with little or no yielding . The Ag hydrostatic stress calculated
from the strain values and the Ag bulk modulus ranges from 130 ± 65 MPa
for 30% Ag to 229 ± 65 MPa for 15% Ag. These relatively low values also
support the conclusion that no yielding of the Ag occurs.

0.0015
U (111)

A (200)
_ 0.0010
E

"0.0005 It
-0.0005

10 20 30

Silver Volume Percent

Fig. 1. Room-temperature tensile strain in Ag as a function of Ag
content in YBCO/Ag composite and crystallographic direction.

Measuring strains in the YBCO is difficult because the stoichlometry
can change with Ag content. Thus the shifts in YBCO diffraction peaks
may not be solely the result of strain. Figure 2 shows the change in the
diffraction pattern with Ag content for several Ag and YBCO peaks. The
pattern for the 30% Ag composite is clearly different from the others and
indicates a nearly tetragonal structure. Destructive analysis, combined
with X-ray diffraction analysis of sections of a 30% Ag sample (41, shows
that the stoichiometry for the 30% sample changes gradually from 6 = 0. 1
at the outer surface (orthorhombic superconducting phase) to 6 -0.8 near
the center of the specimen (non-superconducting tetragonal phase). 'llits



finding is consistent with the observation that the 30% Ag sample shows
a dramatic decrease in critical current density as compared with samples
with 0. 15. and 20% Ag content.

Since the lattice spacings for the three principal directions of YBCO
are known as a function of stoichiometry. it is possible to estimate the
diffraction peak shift resulting from strain (for some diffraction lines) by
correcting for stoichiometry. For example, since the (111) diffraction
peak is a single peak and the shifts are unambiguous, we can predict the
change in the spacing of the (111) plane as a function of stoichiometry
from the relationship

I/dui 1 = I/a 2 + I/b 2 + 1/c 2 ,  (2)

where the values of a. b. and c as a function of 8 are determined by
neutron diffraction (10). The value of 8 for YBCO in the present compos-
ites was estimated by comparing relationships that are primarily due to
stoichiometry and not strain with those of materials with known 8 (Fig. 2).
Strains determined from lattice parameter estimates for strain-free YBCO
(111) as a function of Ag content are presented in Fig. 3. We have
assumed that the addition of 15% Ag does not significantly change the
stoichiometry of YBCO. The stoichiometry of the 30% Ag sample is
assumed to be nearly tetragonal (bulk average), and the 20% Ag sample is
assumed to be intermediate in stoichiometry between 15% and 30% Ag
samples 11l. These assumptions are consistent with Fig, 2. The lattice
parameter is predicted to increase as the stoichiometry approaches the
tetragonal phase (with increasing Ag content). However, experimentally.
the spacing for the (111) planes decreases as the Ag content increases
from 15% to 20%, indicating an average compressive stress in the YBCO
(Fig. 3). This result is in qualitative agreement with expectations. since
the Ag strain is tensile. At 30% Ag, the difference between measured and
stress-free lattice spacing indicates negligible YBCO strain. This finding
is consistent with the low strain measured for Ag In the YBCO/30/o Ag
composite, and is probably a result of additional creep of the composite
which can vary with stoichiometry 1121.

DISCUSSION

We have shown that neutron diffraction techniques can be applied
to YBCO composites to measure residual strains in the constituent parts
caused by differential thermal contraction after fabrication, and to de-
termine the effect of Ag on stoichiometry (and thus on the critical cur-
rent density). We have observed residual tensile strains in Ag as a
function of crystallographic direction: these strains range from as high as
0.085% in 15% and 20% Ag samples to as low as about 0.02% in a 30%
Ag sample. Compressive strains in the YBCO (I 11) crystallographic direc-
tion were estimated by correcting for the diffraction peak shift due to
changes in stoichiometry with Ag content. The estimated compressive-
strain values vary from 0.04% (15% Ag) to 0.09% (20/a Ag) to 0.01%
(30% Ag), with an uncertainty of about 0.03%. The decrease in strain in
YBCO is consistent with the decrease in Ag strain and may be due to vari
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Fi. . euro ifratin pctumofYBOAg as Ag volume

fraction varies from 0 to 30%. The YBCQ (200). (020)/(006).
(105)/(114), and (113) lines and the Ag (200) lines are shown.
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Fig. 3. Ag strain and calculated and experimentally measured strains
for the YBCO (111) plane as a function of stoichiometry.

atlon in creep properties of the composite which is sensitive to stoi-
chiometry (11). The presence of significant average tensile strain in the
Ag. particularly for 15 and 20% Ag samples, indicates good interface
bonding between YBCO and Ag.

Strains were also measured at liquid nitrogen temperatures for the
15%Ag sample. Only small changes in strain detected. The largest
increase in strain was observed for the YBCO (I 11) plane. The
compressive strain Increased about 0.04%. The absence of any relaxation
of strain suggests little or no cracking occurred as the temperature was
lowered to superconducting transition.
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HIGH RESOLUTION NEUTRON POWDER DIFFRACTION STUDIES OF THE
FERROELASTIC PHASE TRANSITION IN LaNbO4

W I F DAVID, Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OXI I OQX, UK

ABSTRACT

Analysis of high resolution neutron powder diffraction data of ferroelastic LaNbO4

indicates a monoclinic to tetragonal structural phase transition that is accompanied by
anomalous line broadening. The origins of this line broadening have been investigated
using a novel modification of the Rietveld technique. The results show that strain
broadening is associated with the ferroelastic phase transition both above and below
the transition temperature. This anomalous 'microstrain' is well-described by a second
rank strain tensor, the principal axes of which are collinear with the spontaneous lattice
strain. This phenomenon may be a general feature of proper ferroelastic phase
transitions.

INTRODUCTION

Lanthanum niobate (LaNbO4) is a ferroelastic material that undergoes a structural
phase transition from a monoclinic (space group 12/a (C )) to tetragonal structure
(space group 141/a (C64h)) [1,2]. A striking characteristic of this second-order phase
transition is the absence of a soft optic mode (3]. Indeed, the transition is driven by a
soft acoustic mode and thus LaNbO4 is a rather unusual example of a proper ferroelastic
material in which the order parameter may be regarded as the lattice spontaneous
strain. High resolution neutron powder diffraction data presented in this paper exhibit
unusual line-broadening behaviour. Such behaviour has also been observed in another
proper ferroelastic material, arsenic pentoxide (As2O5), that does not possess a soft
optic mode at the ferroelastic phase transition [4]. It is speculated that the anomalous
strain broadening observed in LaNbO4 and As2O5 is a general feature of proper
ferroelastics that have displacive structural phase transitions.

EXPERIMENTAL PROCEDURE AND DATA ANALYSIS

High resolution neutron powder diffraction data were collected at a series of
temperatures from a 1 cm 3 sample of LaNbO4 on the High Resolution Powder
Diffractometer (HRPD) at the spallation neutron source ISIS [5]. Each run lasted for

Met. Res. Sac. Symp. Proc. Vol. 166. c1go Materials Research Society
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Figure 1. Multiple diffraction patterns from a 1 cm3s sample of LaNb0 4 recorded as a
function of temperature. The peak splitting associated with the ferroelastic phase
transition is evident.
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Figure 2. The variation of the monoclinic angle as a function of temperature. Least
square fitting confirms a mean-field behaviour and a transition temperature of
483.0(1)4C.
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approximately 30 minutes. A small portion of the range of d-spacings surveyed is
shown in Figure 1. There is clear evidence of a structural phase transition. Indeed, the
refined lattice parameters indicate a large monoclinic distortion that collapses in a
mean-field manner at the transition temperature. The monoclinic shear angle is
displayed in Figure 2.

Close examination of the diffraction data collected at temperatures near the phase
transition reveals significant broadening, particularly of some hkO reflections. Standard
Rietveld profile refinement of data obtained below 180* C and above 540* C proceeded
routinely. However, at intermediate temperature the refinements became progressively
worse on approaching the phase transition. Indeed, differences between diffraction
patterns recorded at room temperature and the transition temperature were extremely
pronounced. As the origin of the line broadening was initially unknown a modified
Rietveld profile refinement (SAPS - Structures And Peak Shape Refinement) was
employed [5]. SAPS permits simultaneous analysis of the crystal structure and the
hki-dependent broadening in a model-independent manner, The principal difference
is that instead of describing peak widths as a function of time of flight, all peaks widths
may be refined as independent variables. Structural parameters for LaNbO4 were thus
obtained that were unbiased by an imposed peak broadening model. A selection of the
(Lorentzian) peak width components so refined are presented in Table I.

Table I. Part of one of the output files from SAPS. This contains Miller indices hk), a)ong
with peak intensities, I, and standard deviations, o(l). If I/al() is greater than a
predetermined value (12 in this particular case) then peak widths may be refined. For
I/o(l) < 12, peak widths are fixed (note zero standard deviations for some r). In this
example the usual TOF functional form for Y was refined: all individual Gaussian widths
were fixed.

h k I I a(l) " al(F) a 0(a)
a 1 5 663.8 20.5 25.3 3.9 51.8 0.0
1 0 5 540.2 20.6 43.1 5.3 51.9 0.0

-1 1 4 3646.5 37.8 49.7 1.7 55.9 0.0
1 1 4 3460.5 38.5 45.5 1.7 58.2 0.0

-1 2 1 715.1 24.2 112.5 8.5 56.7 0.0
-2 1 1 2443,0 31.0 40.7 2.1 57.1 0.0
1 2 1 2192.0 28.3 38.5 2.2 57.3 0.0
2 1 1 838.2 26.5 97.4 6.6 57.7 0.0
0 2 2 461.3 29.5 89.7 10.3 59.0 0.0
2 0 2 579.9 30.7 58.2 6.5 59.6 0.0
0 2 0 10.3 35.4 42.2 0.0 64.9 0.0

-2 0 0 0.7 35.7 42.8 0.0 65.8 0.0
0 0 4 121.4 43.7 45.9 0.0 70.6 0.0
0 1 3 361.6 45.4 49.6 0.0 76.2 0.0
1 0 3 303.1 30.3 49.8 0.0 76.5 0.0

-1 1 2 9352.3 89.6 114.4 2.7 77.0 0.0
1 1 2 10061.0 98.0 93.5 2.3 77.7 0.0
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These peak widths were then analysed to determine the origin of the line broadening.
Refinements at various temperatures revealed a pronounced temperature dependence
that diverges around T. The anomalous Lorentzian broadening of the 220, 220 and
112, T12 reflections are displayed in Figure 3. The ratio of the slopes above and below
T, is 2:1 within experiment error as predicted by mean-field theory. The predominant
nature of the Lorentzian broadening is consistent with strain effects described by a
second rank tensor. Accordingly, anisotropic Lorentzian strain and particle size effects
described by a second rank tensor formulation were added in convolution to the
standard time-of-flight peak shape. The full width at half maxima formulae used were

Fs.n = nd2 ; 17W..

where

'n2 = r1lh 2a* 2 r22k 2b*2 + rF12c* 2 +

2[r23klb*c*cosa* + rF3hla*c*cos3* + r 2hka*b*cosy*]

II ' I I !
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+ - 220

, 4,

100-

+ -

+
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+ + 4 +
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Figure 3. Refinement of individual peak widths reveals a pronounced temperature
dependence that diverges around T. The distinction between 220 and 220 (similarly
112 and T12) peak widths is consistent with strain effects described by a second rank
tensor.



207

i ' '1+'

200
o 1 112ot.112 + t,+- T1 2

= 150

+

100 +

+ + +

4 4
I a I I I I I I

300 400 500
Temperature *C

Figure 3 (Continued)

Rietveld refinement at a number of different temperatures indicated that the
anisotropic broadening resulted from strain rather than size effects. This anomalous
behaviour is restricted to the ab plane: no extra broadening is associated with the c axis.
The refined values shown in Table II clearly indicated strain anisotropy within the ab
plane.

Table II. Refined anisotropic strain broadening terms

T('C) r11  r2 r"2

240 205(15) 402(20 600(300)
270 198(15) 366(20) 900(300)
300 183(15) 392(20) 1600(300)
330 227(20) 378(20) 1500(300)
360 190(15) 447(25) 2500(400)
380 214(20) 462(25) 2300(400)
400 257(20) 417(25) 2600(500)
420 266(20) 598(30) 3900(600)
450 400(25) 676(30) 6500(1000)
460 460(40) 770(40) 8700(1500)
470 840(40) 1320(50) 15300(3000)
480 2200(200) 3800(250) 36000(5000)
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The anisotropic broadening of the Bragg peaks (microstrain) in LaNb0 4 may, as with

the monodinic lattice distortion (macrostrain), be described in terms of a second rank

tensor. The principal axes of the ellipsoid representing the microstrain broadening is

rotated by 21 * from a*. This agrees to within experimental error (- 2') with the
orientation of the principal axes of the spontaneous macrostrain hyperbola for all data

sets collected between (Tc - 50") and Tc (see Figure 4).

.... . . .. os=,co- nmr 9 , o.eca,

Figure 4. The representation quadrics for spontaneous lattice strain (hyperbola) and
microstrain broadening (ellipsoids) in the low temeprature monoclinic phase are
coincident to within experimental error.

The coincidence of the orientation of microstrain (obtained from line broadening
considerations) and macrostrain (calculated from peak splittings associated with
monoclinic symmetry) was unexpected and is at present unexplained, although the
strain broadening is probably associated with crystal imperfections such as
dislocations. It indicates, perhaps unsurprisingly, that unit cell and unit cell contents play
a coherent role with respect to the phase transition. The importance of strain in the
driving mechanism is associated with the fact that LaNbO4 is a proper ferrolastic
material - there is a soft acoustic mode but no observed soft optic mode. Further
analysis of this phase transition using the structural information is currently underway.
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NEUTRON SCATTERING FROM LATTICE DEFECTS

JOHANN PEISL, HELMUT DOSCH and STEFAN KIRCHNER
Sektion Physik, Ludwig-Maximilians-Universitlt, 8000 Munchen 22,
FRG

ABSTRACT

For 0 in Nb the experimental scattering distribution can be
described by a so-called 3-force model. The scattering pattern
exhibits close similarity to the one observed for the a)-phase in
some bcc alloys. It is shown that the lattice distortion calcu-
lated from the proposed 3-force model contains static fluctuation
of the as-phase. The W-phase is closely related to the minimum in
the LA 2/3 (111) phonon dispersion branch. With decreasing tem-
perature the frequency of this phonon decreases, whereas the
elastic diffuse scattering at the same position increases. This
"softening " of the lattice, together with an increasing "central
peak", gives an equivalent description of the situation.

1. INTRODUCTION

The real structure of a solid can be described in most cases
by a picture of a perfect crystal lattice containing defects. In

the following discussion we consider only point defects like im-
purities on substitutional or interstitial sites. They may be un-
avoidable defects or deliberately introduced dopants. Defects
produced by irradiation are self-interstitials, vacancies and
small agglomerates formed by these defects. These defects can be
studied in a neutron diffraction experiment by detection of the
scattering from the defects themselves and the scattering from
defect-induced displacements of the lattice atoms.

For an undistorted crystal lattice the neutron (or X-ray)
scattering intensity distribution from the atoms in the lattice
is zero except for the case that all the atoms scatter in phase,
i.e. whenever the scattering vector I is equal to a reciprocal
lattice vector Q. For Q = 1 narrow Bragg peaks are observed and
contain information about the periodic arrangement of the atoms
in the crystal lattice. The wide range of K values between G vec-
tors contains intensity from sources of incoherent and inelastic
scattering in the neutron case, Compton and thermal diffuse scat-
tering in the X-ray case and scattering due to defects in the
crystal lattice.

Neutron scattering methods are superior to X-ray scattering in
a great number of problems where light interstitials like H, C, N
and 0, which in metals play an important role for the properties
of materials, can hardly be detected with X-rays. Small defect.
concentrations and/or defects with low scattering length contrast
can be studied by neutron scattering because the background scat-
tering can be extremely low. Thermal diffuse scattering back-
ground which is inelastic can be suppressed in an elastic scat-

Met. RA*& a. Symp. fPoc. Vol. N. 190 MatoIs Ae~arth Society
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tering experiment. Unlike X-ray scattering there is no Compton
background and incoherent scattering can be separated in some
cases by using polarized neutrons and polarization analysis.

2. NEUTRON SCATTERING FROM LATTICE DEFECTS

Lattice defects in solids are described by their lattice loca-
tion and the lattice distortions caused by the defects. Defects
at lattice positions z i may have a different scattering length bd
and the lattice atoms are shifted from their regular sites z: to
new positions r;M ' = r. + iam . All defects contribute to the
displacements lam by their individual displacement field umd . The
scattering distribution changes accordingly. The Bragg peaks are
shifted due to a change Aa of the average lattice parameter a.
Deviations from this average lattice decrease the amount of posi-
tive interference that gives rise to the Bragg peaks. This atten-
uation of the scattered intensity is described by a static Debye-
Waller factor exp(-2L). Between the Bragg peaks the scattered
waves are no longer interfering destructively to zero and a de-
fect-induced diffuse scattering intensity is observed.

The defect-induced scattering intensity for a low concentra-
tion c of randomly distributed defects is obtained by properly
subtracting the scattering intensity frr a defect-free crystal
[M.

Id(K) = cexp(-2L)exp(-2M)d exp(K' d)

+btexp(i rm) (exp(i& !.) - 1 (1)

b is the scattering length of the crystal atoms. Within this sin-
gle defect approximation the diffuse scattering intensity, ne-
glecting static DWF etfects (see below), is just c times the
scattering intensity from a single defect and the corresponding
lattice distortions. If the defects are correlated in clusters or
special defect distributions, then the scattering amplitudes have
to be summed up properly and c has to be replaced by the Fourier
transform of the concentration fluctuations.

The first factors in equation (1) are the static and thermal
Debye-Waller factors. The first term in the carats is the scat-
tering contribution of the defect, the so-called Laue scattering.
The phase factor includes the defect location Xd . The second term
is the scattering contribution from the lattice distortions im"
The average denoted by < >p is over all possible defect sites.
In order to calculate model scattering distributions and compare
them with the experimentally observed ones, one describes the
displacement field of the defects by a force distribution. These
so-called Kanzaki forces n on the lattice atoms at n give the
same displacements as the ones caused by the defects. Lattice
statics allow us to calculate U using these forces and the lat-
tice Green's function Gijm-n available from experimental phonon
dispersion curves. The before-mentioned force dipole tensor is
Pij _ jfln rjn.The advantage of this parametrization of the long
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ranged displacement field lies in the appreciable reduction of
free parameters. Usually Kanzaki forces with radial components on
the next neighbours of the defect site are sufficient.

3. EXPERIMENTAL RESULTS

The neutron scattering experiments have been carried out on a
three-axis spectrometer. In order to reject all inelastic scat-
tering processes the spectrometer is run in an elastic mode. The
neutrons, which are scattered from the sample without energy
change, were selected by the analyzer crystal. The incoherent
scattering and some weak inelastic scattering close to Bragg re-
flections were subtracted experimentally by measuring the corre-
sponding intensities of a pure reference sample. For more exper-
imental details the reader is referred to the literature (2, 3].

3.1 Elastic diffuse scattering from NbOx

The force dipole tensor of 0 in Nb has been determined by
Huang diffuse scattering of X-rays [4].

( =12.4 0

Pij0 = 5.1 01 eV
0 0 5.

The coherent elastic diffuse scattering far away from Bragg
peaks could be observed by neutron scattering. Fig. l(a) shows,
as an example, isointensity plots as observed from NbO0 .020 (5].

Fig. 1: Elastic diffuse neutron
scattering distribution
from Nb0 0.02 at T =
270 K.
Isointensity contours
are shown in the vicini-
ty of the (222) Brillou-
in zone boundary.

a) Measured distribution
i b) Calculated distribution with

the 3-force model

In Fig. l(b) corresponding model
calculations are shown. Oxygen
is assumed to occupy the octahe-
dral interstitial sites ini the
bcc niobium lattice. Possible
sets of Kanzaki forces have to
be consistent with the experi-
mentally determined force dipole
tensor Pij0 . It turns out that
one needs radial forces on de-

- _" fect neighbours which extend to
the third-nearest Nb neighbour
(3f model). Table 1 shows the
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Kanzaki forces and lattice displacements which give a good quan-
titative agreement between calculated and measured intensity dis-
tributions for oxygen in niobium.

Table 1. Kanzaki forces fi (i - 1, 2, 3) and lattice displace-
ments uj (J = 1, 2, 3, 4) used to describe the lattice distor-
tions due to 0 in Nb [6]

Kanzaki forces (eV A- 1 ) fl = 2.80 f2 = -0.27 f3 = 0.54
Lattice displacements (A) ul = 0.42 u2 = -0.13 u3 = 0.06

u4 = 0.07

It has been pointed out by several authors that the intensity
distributions like the ones shown in Fig. 1 show the same charac-

teristic features as observed if an t-phase is formed. Dosch et
al. (61 have followed this point into great detail and show that
the local defect-induced displacements from the Kanzaki force
model are interrelated with static fluctuations of the t-phase.
Especially the displacement u2 towards the defect is directly
correlated to the structure of the locally condensed t-phase
fluctuations in the bcc lattice. The general instability of bcc
littices towards w-phase formation is important. t-phase fluctua-
tions due to hydrogen on tetrahedral interstitial sites in bcc
lattices have, however, not been observed. The defect location
and details of the interaction between the defect and the host
lattice atoms seem to be important.

Fig. 2 shows a projection of the calculated lattice displace-
ment ul, 2 on a (211) plane which contains the (111) direction in
which the t-fluctuations occur. The undistorted bcc lattice is

Fig. 2: Projection on a (211)
lattice plane of the

a All; displacements of the Nb
atoms (open symbols: un-

U distorted, full symbols:
distorted) close to an

I I oxygen impurity (star).
The dashed lines denote

L the (111) planes in the
kill) undistorted lattice

I (bcc).The full lines de-
I note the same planes as

us shifted by the static
I , displacements uI and u2

(rumpled to-phase).
(Lattice distances and
lattice distortions are
not on scale).
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shown by open circles and equidistant dashed lines. The full cir-
cles and full lines show the position of the atoms and the (111)
planes after introduction of the defect (0 or N). The distorted
lattice shows clear similarities to a rumpled W-phase (6]. In
nydpr to learn more about this close connection between the bcc

fl /lf21 inherent instability towards
2 an (f-phase and the local lat-

eA eVJA tice distortions the latterS\A were studied at various tem-

-4 peratures and oxygen concen-
2.75 trations [5].

Fig. 3 shows the tempera-
ture dependance of the Kanzaki

2.65- b 0.2 forces f, and f2 on first and

10K 200K 300K second next neighbours of 0 in

T Nb. f, increases, whereas f2
decreases with increasing tem-

Fig.3: Temperature dependence of perature. f 3 shows a slight
the Kanzaki forces f, and decrease with temperature (not

f2 shown in Fig. 3).The corres-

ponding lattice displacements for two temperatures (270 K and

Table 2. Lattice displacements uj (j = 1, 2, 3, 4) of the four
neighbouri.g atom shells around 0 in Nb at 270 K and 25 K

displacements (A) uI  u2  u3  u 4
270 K 0.421 -0.113 0.0573 0.0693
25 K 0.405 -0.144 0.0751 0.0667

Fig. 4: Defect-induced lat-
S b cc  tice displacements

for various tempe-
ratures schemati-
cally denoted by

270K (111) planes

Hl + H:~25K
25 K) are listed in Table 2

I , Wand again shown in Fig. 4 in
,i a projection on the (211)

plane like in Fig. 2. At

lower temperatures (25 K)

the o-phase like distortion
is even more pronounced.
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Thus the idea that defects like 0 and N on interstitial sites in-
duce lattice distortions which show a similarity to the w-phase
is supported once more. It is then no longer surprising that at
low temperature, where in the "defect-free" alloys like Zrl_xNb
the w-phase was originally observed [7, 8], this tendency is more
pronounced.

3.2 Inelastic scatterina from NbO

The occurance of the o)-phase in bcc metals and its structure
are intimatley related to the instability of the bcc structure
against lattice strains in the [111] direction, which manifests
itself in the well-known minimum of the LA (111] phonon disper-
sion curve at q = 2/3 (1,1,1). It is generally accepted that this
phonon mode is responsible for the displacements of the (111)
planes which leads, when frozen in as the static displacement u =
± '$/12 (111), to the trigonal o-phase. In this connection the
question arises whether this phonon itself is altered when impur-
ities nucleate w-fluctuations.

We have measured [53

in an inelastic neutron

14.51 scattering investigation
(THz) 2  the dependence of the LA

2/3 (111) phonon ("-
1 4 .0 phonon") on temperature

and oxygen concentra-
0 1tion. The results are

13.5 shown in Fig. 5. The

square of the measured
130' frequencies is plotted

130 versus temperature for

pure Nb, NbO0 .0 1  and
12.5 NbO0 .0 2 . The pure Nb

sample shows a decrease
0 0100150 200 250 300K of the frequency with

T ---. decreasing temperature.
Increasing oxygen con-

Fig.5: Square of the co-phonon frequency V centration increases the
as a function of temperature and frequency whereby the
oxygen concentration temperature dependence
circles: pure Nb; squares:NbO0.01 remains almost the same.
triangles : NbO;.02 The energy width of the

phonon scattering peaks
increases only slightly with increasing temperature but increases
with oxygen concentration. The linear connection between v2  and
1' stems fiom the same relation between the phonon frequencies and
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the force constants. Thus we have to conclude that for the lat-
tice as a whole, oxygen impurities increase the w-frequency and

the force constants.

4. CONCLUSIONS

The elastic diffuse scattering induced by the defects can be

described by a temperature-dependent 3-force-model. The displace-

ments in the vicinity of the defects as calculated from the forc-

es via lattice statics show at lower temperature increasingly

more similarities with the displacements leading to the w-phase.

The Nb lattice with decreasing temperature shows an increased in-

stability towards an w-phase. This is connected with the "soften-

ing" of the relevant "w-phonon" at q = 2/3 (111) . At the same
time the elastic diffuse scattering at q = 2/3 (111) increases.

This reminds one of the "central peak" phenomenon. We have demon-

strated here that in our case the central peak is caused by the
static lattice distortions induced by interstitial defects. A se-

ries of questions arises :

How does this behaviour depend on the defect location in the
lattice and the defect strength?

- Does the increase of the a-phonon frequency with defect concen-

tration finally lead to a stabilization of the lattice against w-

phase formation ?

- How is this behaviour changed In metals where the D-phonon fre-

quency is lower (Zr) or higher (Mo) in the defect-free crystal ?
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ABSTRACT

Quenched equilibrium states of Cu-31.1 at.Z Zn and Cu-22.4 at.Z Zn
single crystals (prepared with the Cu-65 isotope) were investigated by elas-
tic diffuse neutron scattering. The diffuse intensity showed maxima which
are attributed to the flat portions of the Fermi surface in the <llO> direc-
tions. Short-range order parameters and linear displacement parameters were
obtained from a fit to the measured data. Pair interaction energies were de-
termined based on the inverse Monte-Carlo method. An ordered low-temperature
phase Cu3Zn with the D023 structure is suggested.

INTRODUCTION

The Cu-Zn system has been the subject of many theoretical investiga-
tions which have tried to relate the stability regions of the observed
phases to the electronic properties of the alloy (see [1] for a brief sur-
vey). In this connection, the question of short-range order in the a-phase
arises. Indications of short-range order have been found in measurements of
the electrical resistivity [2]. the Zener relaxation [3] and the Mossbauer
spectrum [4]. However, a prior attempt to detect short-range order in a-
brass by neutron scattering failed [5].

In the present work, neutron scattering was used to study short-range
order in single crystals of a-Cu-Zn. Compared with X-rays, the scattering
contrast for neutrons is considerably higher and can be further increased by
using the Cu-65 isotope.

From the short-range order scattering of a sample representing a state
of thermodynamic equilibrium, effective interatomic pair potentials (m is a
label for the type of neighbourlng site)

V 1(VAA+VBB 2 VAB (1)Ym" m m - m

can be obtained, e.g. by the approximation-free inverse Monte-Carlo algo-
rithm [6]. These interactions can be used to predict low-temperature ordered
structures and to calculate phase diagrams. Furthermore they offer a valu-
able link to electronic structure calculations, based on the KKR-CPA-GP4
method (Korringa-Kohn-Rostoker-coherent-potential approximation, generalized
perturbation method; see ref. [1,7] and references therein).

For a given scattering vector 2 the elastic diffuse scattering from a
solid solution contains contributions due to short-range order (I ) and
static displacements of the atoms from the positions of the mean t9 iodic
lattice. For small atomic displacements one obtains a linear approximation
for the 'size effect':

IDiff(R) - 'SRO(2)+ISE(2) (2)

where (in Laue units for a binary alloy), see e.g. [8]:

Mat. Res. Soc. Symp. Proc. Vol. 166. cI9 MMterlals Research Society
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ISRO() - Zomexp(ilg f) ; ISE() - i .6exp(i.r. (3)
m 

m

The a are the Warren-Cowley short-range order parameters, and s.- (,x,. I
are t~e linear displacement parameters for the interatomic distafces

EXPERIMENTS AND RESULTS

Two single-crystalline a-brass samples were prepared by the Bridgman
method using isotopically pure [99.2(2)Z] Cu-65 and 99.9999% pure Zn. The
concentrations as determined by chemical analysis were 31.1(2) at.Z Zn
(sample 1) and 22.4(3) at.% Zn (sample 2). The mosaic spread (FWHM) for the
200 reflection was 1.60 and 1.20 for sample 1 and 2, respectively. After
homogenization the samples were annealed (sample 1 for 160 h at 473 K,
sample 2 for 270 h at 493 K) and water quenched. This heat treatment was
chosen to obtain, and safely freeze-in, equilibrium atomic distributions:
for the zinc concentrations and annealing temperatures involved, the relaxa-
tion times are - 1000 s [2].

The scattering experiments (for details see [9]) were performed at the
triple-axis spectrometer R5 at the LNS, WUrenlingen. With both samples, the
(001), (011) and (111) reciprocal-lattice planes were investigated using
neutrons with wavelengths of 2.44 X and 4.15 X. The accessible range for the
scattering vector was 0.3 < h < 2.3 reciprocal-lattice units (Q - 2xh/a).
About 950 data points were measured in each plane, with a mesh of Ah a 1/30.
The data were converted to absolute units by measuring the incoherent scat-
tering from a vanadium sample.

The diffuse scattering intensity in the (001) plane (Fig.1) shows max-
ima between the Bragg positions indicating short-range order. The particular
arrangement of diffuse 'satellites' around the 110 position is typical for
many copper-based alloys and has been attributed to flat portions of the
Fermi surface in the <110> direction [10]. In the framework of a one-elec-
tron theory, singularities of the static dielectric function e{() lead to
minima of the Fourier-transformed pair potential V(g)a l/e(g) and thus to
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Figure 1. Diffuse scattering intensity (in 0.1 Laue units)
for the (001) plane: (a) sample 1, (b) sample 2.
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maxima of the short-range order scattering I n(R) for R - 2k (k being the
Fermi vector perpendicular to a flattened porton of the Fer-l siface)
[11.12]. In a more fundamental approach based on the KKR-CPA method '2k
singularities' have also been obtained for the short-range order scattJing
in the Cu-Pd system [13f.

The magnitudes of the Fyrmi vectors k" 0 as obtainqd from the positions
of the maxima are 1.38(2) 1' (sample 1) atd 1.34(21 V--(sample 2). These
values agree satisfactorily with the value 1.40(2) X found in posifon an-
nihilatitnimeasurements for a Cu-30 at.Z Zn crystal [14] and with 14
1.37(1) 1- from CPA calculations for Cu-20 at.% Zn [151]

Short-range order and atomic displacements

For each sample, 71 , and 40 ! values were obtained by a weighted
least-squares fit to the efperimenta' data. Fig.2 shows the I and I in-
tensities as recalculated from the Fourier coefficients. The M9 rt-rani or-
der intensity exhibits four symmetric maxima around 110; the asymmetry of
the measured diffuse pattern (Fig.l) is due to the displacement scattering.

Both alloys show a very similar variation of the short-range order par-
ameters (Fig.3) as a function of the interatomic distance. However, the am
for sample 2 - with the lower Zn concentration - have smaller absolute
values in accordance with the weaker modulations of the diffuse intensity
for this sample. The short-range order parameter is negative, indicat-
ing a preference for unlike atoms in the nearest-n118hbour shell. As the
aZ O are positive and the n are negative. there is a tendency for
am of the same kind to fonff ch s along <1003 directions. Fig.4 compares

a (001) plane of a model crystal fitted to the set of values of sample 1
(a) with a plane from a crystal with a random arrangeme~t of atoms at the
same concentration (b). The higher abundance of nearest-neighbour Cu-Zn
bonds as well ts chains of Zn atoms along <100- are visible in Fig.4a. From
the measured s., the individual atomic displacements were estimated to be
less than 0.01 of the lattice parameter.

020 ISRO 220 020 ISRO 220

S 2. -2
00 2

, 15

20 to

030 ~ -2 4I 25
20 -a

Is2 00 ' 2

1-2-2 2 10- -2 0

000 ISE 200 000 ISE 200

(a) (b)

Figure 2. Short-range order scattering ISI and linear
displacement scattering ISE (in 0.1 Laue Iits) for the
(001) plane: (a) sample 1, (b) sample 2.
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Figure 3. The first 25 short-range order parameters for
sample 1 (x) and sample 2 (o).

Pair Potentials

From the experimental values for the q.., 20 pair potentials have been
determined by the inverse Monte-Carlo methoa (Ftg.5). For both Zn concentra-
tions the nearest-neighbour potential V m 20 meV is dominant. There is nooscillatory behaviour and no slower decJ4 2se of the V in (110> direction,
as might be expected from a Friedel potential and themflatness of the Fermi
surface perpendicular to <110> [16]. Nevertheless, the fourfold splitting of
the diffuse Intensity around the 110 position Is reproduced if one recalcu-
lates IS from the pair potentials by the Monte-Carlo method [17].

AsSV dominates, the Fourier transform V(2) has extended and rather
weakly modlIated minima along (l,q,O), which means that ordered structures

_ (o (b)

Figure 4. (001) plane of a modelled short-range ordered
Cu-31,1 atZ Zn alloy (a) and of a random arrangement with
identical composition (b): Cu (o) atoms, Zn (9) atoms.
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Figure 5. Pair potentials as obtained by the inverse
Monte-Carlo method: (x) sample 1, (o) sample 2.

with superstructure reflections located on the line (l.q.0) are good candi-
dates for the T - 0 K ground-state. For the Cu Zn stoichiometry, the config-
uration energies of L1 -related superstructurel with antiphase boundaries
were calculated using ihe pair potentials [the structures considered were
L1 (- m). DO (M - 1), DO23 (M - 2) and the long-periodic structure
with 1 - 3]. With both sets of V the DO structure has the lowest
energy, the energy differences between the Urious structures being of the
order of 1 meV per atom. A DO23 structure might actually be expected from
the I plot (Fig 12) because the locations of the short-range order maxima
are c9e to the 1 V superlattice peaks of DO2 1. In order to stabilize DO
rather long-ranged interactions are needed; 'D023 becomes the energeticii-
ly favorable structure only if at least eleven V values of sample 1 or
thirteen V values of sample 2 are used. A Monte-Carlo simulation was used
to estimati the critical temperature for the order-disorder transition,
leading to a value of about 330 K.
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Recently, measurements of short-range order (SRO) diffuse neutron scattering intensity have
been performed on quenched Cu-Zn alloys with 22.4 to 31.1 atomic percent (a/o) Zn, and pair
interactions were obtained by Inverse Monte Carlo simulation [1]. These results are compared to
SRO intensities and effective pair interactions obtained from first-principles electronic structure
calculations. The theoretical SRO intensities were calculated with the Cluster Variation Method
(CVM) in the tetrahedron-octahedron approximation with first-principles pair interactions as input.
More generally, phase stability in the Cu-Zn alloy system is discussed, using ab-initio energetic pro-
perties.

Phase stability in the Cu-Zn system has long been explained in terms of phenomena related to
the electronic bandstructure [2]. Methods that provide a formal, first-principles connection
between electronic structure and phase stability in alloys have become available only in the last
decade. The quest for these methods has been motivated by two factors: i) statistical mechanical
models, such as the Monte Carlo and the CVM, are highly successful in the description of ordering
or segregation in substitutional alloys over wide concentration ranges and at finite temperatures;
and ii) first-principles electronic total energy methods based on the local density approximation are
able to accurately predict the ground state properties of alloys. A number of approaches have
been proposed, such as the concentration functional theory, developed by Gyorffy and Stocks 13],
the embedded cluster method of Gonis et al. [4], and the Generalized Perturbation Method (GPM)
by Ducastelle and Gautier 15]. In this paper, we will use the latter method, the GPM applied to the
Korringa-Kohn-Rostoker multiple scattering formulation of the Coherent Potential Approximation
(KKR-CPA-GPM) [6]. With this method the energetic properties of phase stability, such as the
energies of mixing and effective cluster interactions, can be computed from first-principles. When
these energetic properties are used in statistical mechanical methods, such as Monte Carlo simula-
tions or the CVM, a complete description of the thermodynamics and hence the phase stability of
alloys at non-zero temperatures can be obtained. Moreover, other properties, such as SRO diffuse
scattering, can be predicted.

Previously, the GPM has been used extensively within the tight-binding approximation (TBA),
and it has been shown that, at least as far as tendencies are concerned, reliable predictions of
phase stability can be made [7,8,9]. Preliminary calculations of phase diagrams based on the use of
TBA-CPA-GPM effective interactions to describe the ordering energy on the one hand and the
CVM to calculate the configurational equilibrium free energy on the other hand indicate that the
main features of coherent and non-coherent phase diagrams can be obtained [10].

The GPM is based on a perturbative treatment of a reference medium which is close to any
particular configuration c the alloy. The most natural choice for such a reference medium is the
completely disordered state, as the one described by the CPA. For each configuration of the alloy,
specified by a set of occupation numbers (p.1, (p. takes the value 1 if site n is occupied by an
atom of type i, and equals 0 otherwise), the total energy is written as a sum of two terms: the con-
centration dependent energy of the CPA medium, EcpA (c), and a configuration and concentration
dependent ordering energy, Eo,,p({.i)). The ordering energy can be written as an expansion in

terms of concentration dependent Il -order effective cluster interactions, V , ,, . For exam-

pie, by defining 6c, - p. for a binary alloy, the total energy for a given configuration, E,, ((6c.)),
can be expressed as:

1 1

-.,(k.)) - Ec. (c.) + . V V., 2 (c.*.,6., + - V(31(c8)*.,.&., + .. , (1)a er2  h Soelety
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where the sums run over distinct consecutive sites. The concentration dependent effective cluster
interactions have been shown to exhibit rapid convergence [1I]. It must be noted that the above
expression is not a simple transcription of the Ising Hamiltonian. The main difference is that in
expression (1) the random (CPA) medium can not be represented by a sum over a limited number
of clusters and corresponding interactions. Often, it is convenient to define an "energy of mixing"
(E,,&), defined as the CPA-energy minus a linear part, given by:

E,(c) = E&A(c) - cEJ - (I-c)EA, (2)

where EA(s) designates the total energy of pure A (B), and a indicates the lattice (fcc or bec), and
c represents the concentration of the B species.

a)b)

-2E --3

* 4E

041

.4 *6

*.0 0.2 0.4 0.6 0 . t.0 9.0 6.2 0.4 0.6 0.5 1.0
concentration of zinc concentration of zinc

Fig. 1. The energy of mixing (Em.) as a function of composition in toRy/atom as computed with
the KKR-CPA-GPM, a) on the fcc lattice, b) on the bcc lattice.
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u.0 0.2 0.4 0.6 . . . . . . . .

concentration of zinc concentration of zinc

Fig. 2. Effective pair interactions as a function of composition in mRy/atom as computed with the
KKR-CPA-GPM, a) on the fcc lattice, b) on the bce lattice.

The results for fcc and bec Cu-Zn alloys are shown in figs. 1 and 2, and table I. The energy of
mixing (E,,,f), is negative in both the fcc (fig. is) and the bec (fig. lb) based alloys, indicating a
strong tendency toward phase formation. The ordering tendencies are confirmed by the effective
pair interactions (fig. 2a for the fcc lattice, fig. 2b for the bec lattice), which are predominantly
positive. The strong concentration dependence, especially of the more distant pair interactions is
readily apparent: the first neighbor pair interaction is 1 to 2 orders of magnitude larger than the
third and fourth neighbor pair interactions. Pair interactions beyond the fourth neighbor shell are
all less than 0.1 mRy/atom. Hence, a fast convergence of the pair expansion for the ordering
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Table 1. Lattice parameter (a), energy of mixing (E,,), and pair interactions (V,) for the four
neighbor shells on the fcc and bec lattice as a function of zinc concentration (cz,), as computed
with the KKR-CPA-GPM. The lattice parameter is given in atomic units, the energetic properties
are expressed in inRy/atom.

lattice C, a E,,.& V, V2  V3  V4

0.0 6.760 0.0
0.1 6.800 -1.506 2.39 -0.56 -0.01 -0.36
0.2 6.838 -2.772 2.37 -0.41 0.06 -0.23
0.35 6.897 -3.955 2.36 -0.30 0.14 -0.12

fcc 0.5 6.943 -4.480 2.43 -0.16 0.18 -0.01
0.65 7.025 -4.213 2.72 -0.02 0.36 0.11
0.8 7.105 -2.238 2.17 -0.09 0.36 0.09
0.95 7.188 -0.111
1.0 7.250 0.0
0.0 5.3500 0.0
0.2 5.3971 -3.772 3.95 0.44 0.02 -0.08
0.35 5.4765 -6.083 4.13 0.62 0.26 -0.12

bcc 0.5 5.5559 -7.495 3.82 0.90 0.26 -0.03
0.65 5.5559 -8.116 4.40 1.30 0.49 0.07
0.8 5.6350 -6.578 4.93 1.77 0.69 0.31
1.0 1 5.7500 .

energy is obtained. The interactions on the fee lattice indicate the L 12 and L lo as ground states.
However, the anti-phase boundary (APB) energy, given by:

EAPS-(100) = 2V 2 -8V 3 +16V 4 + (3)
a2 ()

where a represents the (fcc) lattice parameter and Vi is the pair interaction with the i04 neighbor
shell, is only of the order of 12 mJ/m

2 in Cu 3Zn. This APB energy is, for all practical purposes,
effectively nil. This means that the L 12 structure is energetically barely more stable than phases
which contain structural [1001 APBs, such as D022 and DO 23. The theoretical order-disorder tem-
peratures computed with the CVM in the tetrahedron-octahedron approximation for the L 10 and
the Cu ,Zn -L 12 phases are 300 K and 288 K, respectively. The interactions on the bce lattice indi-
cate a stable B2 phase, and an only barely stable DO 3 phase at the composition Cu 3Zn. A stable
B2 phase is indeed experimentally observed at temperatures below 740 K around the equiatomic
composition. The theoretically predicted ordering energy of the B2 phase at stoichiometry, given
by:

3 3
AE.,] = Vi - -V 2 - V 3 +3V 4 + - (4)

is about 2.7 inRy/atom (3.5 kJ/mol), which lies between two values extracted from experimental
data: 1.3 kJ/mol from a phase diagram assessment [12], and 4.6 kJ/mol from a compilation of data
[13]. Moreover, the theoretical order-disorder temperature of 770 K, as computed with the CVM
in the tetrahedron approximation, compares very well with the experimentally observed order-
disorder temperature. It is interesting to note that the experimentally observed martensitic
transformation occurring at room temperature in near-equiatomic CuZn alloys seems to be sug-
gested by a softening of the first neighbor pair interaction (see fig. 2b), and by the L 10 order-
disorder temperature of 300 K.

To completely model the Cu-Zn phase diagram, one must compare the stability of fcc and
bce based structures, that is, the differences in structural stability of the fcc and bcc modifications
of both pure Cu and pure Zn must be known. Work is currently under way to accurately compute
these energy differences.

First- and second neighbor pair interactions on the bee lattice have also been obtained by
fitting to experimental results [13,14]. These empirical interactions do not reproduce the known
phase boundaries in the phase diagram accurately [131, and differ significantly from our theoretical
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results. The empirical interactions are: V, - 6.04 mRy/atom, V2 - 3.39 mRy/atom; to be com-
pared with the theoretical effective pair interactions at equiatomic composition in table I. Ignoring
the concentration dependence of the interactions in the "fit" is a possible cause for the disparity.
Other methods for obtaining pair interactions from experimental data are the Krivoglaz-Clapp-
Moss method, the inverse Monte Carlo (IMC) and the inverse CVM. In these method one
attempts to match the Warren-Cowley parameters as determined experimentally and as generated
with an Ising-like Haniltonian in which the interactions serve as adjustable parameters. Usually, a
Hamiltonsian is chosen that contains pair interactions only. An important limitation of these tech-
niques is that the ener of mixing can not be extracted from SRO intensity data. For systems that
display ordering only, that may not hamper the possibility of computing a realistic phase diagram,
but when phase segregation occurs, the disordered energy plays a crucial role in the appearance of
the miscibility gap in the phase diagram [8,15]. In the case of segregation, it should in general be
impossible to compute an accurate phase diagram with the interactions obtained from SRO data as
input only. In addition, the neglect of many-body interactions can be unjustified in some alloy sys-
tems. However, ignoring many-body interactions is well justified in Cu-Zn, as our computations
have shown.

Recent diffuse neutron scattering measurements and IMC simulations on Cu-rich fcc Cu-Zn
solid solutions by Reinhard et al. [11 provide an opportunity for a comparison of interactions based
on experimental results and effective interactions derived from first-principles. Our results for fcc
CuZn indicate the possibility of ground states with structural (100] APBs, such as the DO22 and
D023 phases, and indeed, the IMC results [1] show that at low temperatures a D023 phase might
form. This is clearly visible in fig. 3, where the SRO diffuse scattering intensity, computed with the

CVM using interactions from ref. [1] (sample 1), exhibits maxima at 11, -, 0 positions. As to be

expected, the CVM SRO intensity, computed in the tetrahedron-octahedron approximation
[16,17,18] with a Bragg-Williams extension for the interactions beyond the second neigbor shell,
clearly reproduces the experimental result [1]. Our study indicates that the first neighbor pair
interaction is much larger than the other interactions, and that the more distant pair interactions
are all below 0.1 toRy/atom, in excellent agreement with the IMC results [1). The fact that the
GPM does not univocally predict the DO23 as ground state comes as no surprise. A systematic
ground state study [191 has indicated that contributions from interactions as distant as the 8*
neighbor and beyond are required to stabilize a DO23 phase. These distant pair interactions are
extremely small and enter the expression for the ordering energy with coefficients both positive and
negative, so that many contributions almost cancel. This means that in order to accurately predict
a D02, phase in a real-space approach, interactions must be obtained with extreme accuracy, even
in very distant shells, and in addition, these interactions should be so well behaved that their errors

h22

00 .5 1 - .- (

0

Fig. 3. SRO diffuse scattering intensity in the [hi,hz,01 plane at 50 K in a Cu 0.Zn0.31 alloy, as
computed with the CVM in the tetrahedron-octahedron approximation with interactions from
reference [1).



229

do not significantly accumulate in the appropriate expressions for the ordering energy. This
appears an almost impossible task for a real-space method. A reciprocal-space approach, such as
the concentrational functional theory [3], is likely to be more successful when long range interac-
tions are crucial. The extreme sensitivity to distant pair interactions is also apparent from the fact
that SRO diffuse scattering intensities computed with the CVM with up to fourth neighbor interac-
tions, exhibit maxima at the (100] positions only, irrespective whether GPM (fig. 4a) or IMC (fig.
4b) interactions are used.

z a) ISM0

1.0

0

b) ISb)

h 2 - /

h2

"h!

00

Fig. 4. As fig. 3, but with only four neighbor interactions taken into account, a) interactions com-
puted with the KKR-CPA-GPM, b) interactions from the IMC work of [ I].

Summarizing, it can be stated that the KKR-CPA-GPM produced some remarkably accurate
results, such as the order-disorder temperature of the B2 phase, and the extremely small APII
energy in Cu )Zn. Moreover, the SRO intensities predicted from first-principles are about as good
as one might hope with the number of interactions considered. A full analysis of the phase forma-
tion in Cu-Zn will be given in a forthcoming paper.
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ABSTRACT

Recently, short range order (SRO) parameters have been extractpd from the
neutron diffuse scattering intensities on Ni-Cr alloys with 11 to 25 at. pct.
chromium. These dats were analyzed using inverse-Monte Carlo simulations to
extract atomic interactions and the results suggested the existence of a well
defined, flat sheet of Fermi surface normal to the [110] direction. In this paper,
this suggestion is investigated with a series of calculations which are based on the
first-principles Korringa-Kohn-Rostoker-coherent-potential-approximation (KKR-
CPA). We calculate the electronic structure and the Bloch spectral function at the
Fermi energy. We then proceed to calculate the effective cluster interactions
using the generalized perturbation method (GPM) and compare them with the
above-mentioned experimentally deduced interactions. In addition, we present
preliminary results of two-dimensional angular correlation of positron
annihilation radiation (2D-ACPAR) measurements, which probe the fermiology
of this alloy system. The positron experiments demonstrate the existence of well-
defined features in the Fermi surface of Ni89Crn, but our calculations still have
not yet established the origin of SRO in this system.

INTRODUCTION AND METHODOLOGY

Ordering processes are known to be of major importance to the
understanding of phase stability r .lationships and of most physical properties in
substitutional alloys. When using, a microscopic description of phase stability,
one needs to combine the electroni, structure calculations with statistical studies,
each possessing a high degree of accuracy. One way to achieve this goal is to
design a reference system which is as close as possible to any ordered state of the
alloy within a given crystalline structure. We use the completely
configurationally disordered state since it is both free of predetermined biases and
amenable to calculations, i.e. using the CPA. The GPM uses the CPA medium as
a reference state and includes fluctuations of the local concentration, which are
omitted in the CPA. In the GPM, the internal energy is obtained in terms of a
rapidly convergent expansion, whose coefficients are also known as effective
cluster interactions. This formalism has been used to justify the study of the
properties of alloys via the three-dimensional Ising model, and therefore to
calculate the correlations and entropic contributions at arbitrary temperatures.
In the present study, the electronic structure of the reference medium will be
obtained within the first-principles framework of the KKR-CPA [1], which is
based on a multiple scattering approach. A condensed description of the KKR-
CPA-GPM can be found in [2]. The cluster interactions, as calculated within the
GPM, depend on the geometrical characteristics of the clusters (topology and
size), as well as cn the alloy parameters: concentration and atomic numbers.
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Hence, for a binary alloy, Al-eBe, the ordering energy, i.e. the difference between
the totally ordered and disordered states, takes the form

AEOwd(8C")) 8k) v.. -8. - &fl (
k-2 k _4..-(

for any specific configuration specified by the set of occupation numbers (pn), with
pn equal to zero or one if the site is occupied by an A or B atom, respectively. The

cluster interactions are denoted by V; in particular Vs is the second-order pair
interaction between sites n and m, and given by V<2 = V9 +V -2VZ. It thould
be noted that the underlying Ising model differs from the standard one in -wo
ways. First, this model is only written for the ordering part of the internal
energy. And second, the interactions depend on concentration.

These pair interactions can be compared with those extracted from neutron
or X-ray diffuse scattering studies. Indeed, from the measured Warren-Cowley
parameters, the pair interactions can be extracted using so-called "inverse"
techniques based on Monte Carlo or other schemes such as the cluster variation
method. Moreover, these interactions implicitly contain information about the
electronic structure and the features of the Fermi surface which are responsible
for the ordering processes. On the other hand, the Fermi surface itself can be
directly probed by 2D-ACPAR which measures the two-dimension angular
correlation of gamma rays produced by positrons when they annihilate in the
alloy.

Hence, a consistent scheme exists which, in principle, addresses and
solves the problem of ordering in substitutional alloys, with comparison between
theory and experiment being possible on many levels, as summarized in figure 1.
In this paper, we are concerned with the Ni-Cr alloy system. We will first show
the results of our calculations of the electronic structure, including a discussion
of the density of states and Bloch spectral functions, the latter describing the
Fermi surface topology. We will continue with a presentation of the calculated
interatomic interactions and then discuss the implications of preliminary results
from the 2D-ACPAR experiments.

ELECTRONIC STRUCTURE RESULTS

The anomalous behavior of nickel-rich Ni-Cr alloys has attracted attention
from experimentalists for a long time (3]. More recently, measurements of the
neutron SRO-diffuse scattering intensities clearly indicate that for alloys with 11%
to 25% chromium (4,5,6] the SRO diffuse intensities peak at (1,1/2,0). The pair
interactions [4,5] deduced from these experiments were interpreted as oscillatory

Electronic Structure Calculatiom

Efleetive Intrctko s - FermiSurface

SaO-Dife Scattering Intadtmy A - P Anildm Spvtowr-y

Figure 1. Schematic of the interrelations between theory and experiment in the
study of alloy phase stability.
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Figure 2. Density of states for Nig9Crjj and Ni75Cr25. The density of states

averaged over each site, na(e), for both nickel and chromium is denoted by the
dashed and solid line respectively.

and long-ranged and caused by the existence of flat sheets of the Fermi surface
normal to the [110] direction and with a value of kF of approximately 10 nm-1 [4].
Because the experiments on alloys seem to indicate that the pair interactions vary
significantly with concentration [4,5,6], we have performed calculations of the
electronic structure of these alloys using the self-consistent KKR-CPA including
angular momentum contributions up to a maximum of 1=3 at each selected
concentration (11, 20 and 25 at, pct. Cr). The partial densities of states (site-
restricted average), na(E), displayed in figure 2 for Ni89Cr11 and Ni75Cr25, show
the split-band nature of the alloy and the strong disorder broadening. There is an
accompanying 0.17 electron transfer from the chromium which is almost
independent of concentration. The charge transfer onto the nickel is much
smaller and depends on the concentration. A useful quantity for describing the
electron structure of an alloy is the Bloch spectral function, AB(k,E), which
describes the probability of finding an electron with crystal momentum in the
range (k,k+dk) and within the energy range (E,E+dE). In an ordered crystal,

A ,,- A ,(ky c.

NI.Cr 1  NI , C.

rX

W W

w

Figure 3. Bloch spectral function, AB(k,EF), as calculated for Ni8gCr 1 and
Ni75Cr2.
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AB(k,e) is a set of Dirac delta functions whenever the dispersion relation is
satisfied, AB(k,e)=Y 8(E-eka). Even though, in the disordered alloy, the underlying
symmetry is not preserved by the random occupation of sites, k can be a
reasonably good quantum number, and the delta functions are then simply
broadened due to the finite electron lifetimes. At the Fermi energy EF, this
spectral function gives a representation of the Fermi surface. In figure 3, we
have plotted AB(k,eF) for the disordered alloys Ni89Crn1 and Ni75Cr,5. In the 11%
alloy, one can easily recognize features of the nickel Fermi surface [8], especially
the flat sheet perpendicular to the MK direction, with kF approximately 9.4 nm-1.
At the higher concentration of chromium, the features are substantially smeared,
the 20% and 25% alloys being very similar.

EFFECTIVE PAIR INTERACTION RESULTS

For three concentrations of the paramagnetic fcc Ni-Cr alloys, effective
cluster interactions were calculated within the KKR-CPA-GPM. The second-
order terms in the cluster expansion are the dominant contributions to the
effective pair interactions. As seen in table I, these interactions converge rapidly
after the fourth neighbor except in the [110] direction. The higher order terms,
such as the triplet, are all small (not displayed). Both of these effects can be
attributed to the combination of a large amount of d-character at the Fermi energy
with strong disorder.

The variation of the pair interactions (as a function of concentration) is
particular notable because the values for V1 in the 20% and 25% alloys are not
even the same sign as those extracted from experiment, i.e. a weak clustering
tendency has been deduced from these calculations, as well as from previous
work which was based on a semi-phenomenological tight-binding model (9].
Several factors which we have not handled, or handled incorrectly, may
contribute to this discrepancy. The most prominent possibilities are effects due to
charge transfer, to magnetic fluctuations, or to errors which shift the Fermi
energy. The charge transfer away from chromium is, as noted above, not small
and almost constant in these three alloys. The resulting Madelung terms, which
have been omitted, will have the largest effect on the nearest-neighbor pair
interaction. Second, magnetic fluctuations will shift the spin-up and spin-down
Fermi levels in opposite directions, and due to the strong energy dependence of
V1, a significant contribution may be generated. This energy dependence is
illustrated in figure 4, where the interactions for NisoCr 2 0 are displayed as a
function of energy (assuming frozen potentials). Thirdly, this large energy

Table I. Lattice parameter a, Fermi energy EF and second order terms of the

effective pair interactions (mRy. per atom) for the three Ni-Cr alloy calculations.

NiggCrll N1iOCr
2 0  N)IiCr

25

a In aU. 6.60 6.60 6.60

C
F  

In Ry 0.662 0.706 0.717

V
1  

(110) 0.44 -2.31 -2.35

V
2  

(200) 0.80 -2.74 -2.83

Vj (211) 0.65 0.11 0.18

V
4  (2201 3.13 2.44 2.12

V
6  

(222) -0.08 -0.31 -0.23

VS (4001 0.34 0.06 0.04

V9  (330) -0.49 -0.59 -0.62
V1 0  (41)) 0.09 0.03 0.03

-- - - - - - - - - -- - - - - - - - - --- -- - -- - -- - ------------g-----l--
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Figure 4. Second-order effective pair interactions, up to fourth neighbors for
Ni5 oCr20 , plotted as a function of energy: total (-) and d-contribution ( --- ).

dependence shows the sensitivity of our calculations to small errors in
determining the Fermi energy: even a small change in EF will substantially alter
our result for V 1. Hence, the origin of the discrepancy still remains to be
determined.

FERMI SURFACE STUDY BY 2D-ACPAR

The 2D-ACPAR technique is useful for probing the electronic momentum
density of solids and has been successfully used in studies of the Fermi surface,
particularly in disordered alloys [10] where it has become the major source of
information. Using the ACPAR technique, one obtains a measurement of the
momentum density p2y(p) of electrons in the crystal, as modulated by the positron
momentum distribution and by screening effects. It is convenient to partition the
contributions to the angular correlations into two cases, from electrons in either
fully or partially filled bands. In the former case, the correlations are continuous
throughout the Brillouin zone, while in the latter, the sharp cutoff in the
momentum at the Fermi surface leads to observable structure. As an
illustration, we present in figure 5 a contour plot of projected momentum
densities (as measured) for Nis 9Cril integrated along [100] and [110], with the
corresponding Fermi-surface projections, obtained from KKR-CPA calculations.
A careful examination of the second derivatives of the experimental spectra
indicate the existence of well defined features, however, a full three-dimensional
reconstruction is necessary before a more detailed comparison can be made.
Work is in progress on such a reconstruction and will be published later.

CONCLUSION

In summary, these electronic structure calculations have shown that the
Fermi surfaces of Ni-Cr alloys possess a flat sheet which broadens with
increasing chromium concentration, and that a weak tendency towards
clustering exists for Ni-Cr alloys with 20 or more at. pct. Cr. We have shown that
the GPM expansion for the ordering energy converges rapidly and confirmed the
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Figure 5. Two dimensional electron-positron momentum distributions with the p

direction of integration along (001] (left) and [110] (right), and corresponding
projected Fermi surface. p. and py are given in units of 103 mc (- 2.5 nm-1).

long-range nature of the interactions along the [110] direction as well as the size of
the fourth-neighbor pair interaction. Finally, we displayed positron spectra
which demonstrated the existence of well-defined features in the Fermi surface of
Ni89Cr11.
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ABSTRACT

We have made detailed measurements of phonon frequencies along all high-symmetry
directions on a large single crystal of Cuo.8 4AIo.16 at room temperature. Phonon frequencies
were ascertained to better than +0.03 meV. Inter-atomic force constants and vibrational
density of states were calculated by performing a Born-von Karman analysis on the complete
set of phonon dispersion curves. In contrast to the case of pure Cu, no evident Kohn anomaly
(neither in the phonon dispersion itself nor in the derivatives) was observed near the
expected wave vector q-2kF. The absence of Kohn anomalies in the present system could be
due either to a smeared out Fermi surface or to the possibility that the electron-electron in-
teraction which screens the inter-ionic potential is not the dominant interaction in the
system; i.e. the existence of Kohn anomalies in these alloys may depend mainly on the details of
the electron-phonon interaction.

I. INTRODUCTION

By considering the screening effect of a free electron gas on a fluctuating charge dis-
tribution such as a lattice vibration, Kohn[1] predicted that there should be lines in
reciprocal space through which the dispersion surfaces of the lattice vibrations will have
infinite slopes. At the simplest level, for a spherical Fermi surface of radius kF, this can be
understood from the fact that lattice vibrations (phonons) of wave vector qa.2kF can cause
virtual excitations of the electrons with conservation of momentum, while phonons with q>2kF
cannot. This effect has become known as the Kohn anomaly and, in pure metals, has been
observed in Pb by Brockhouse et al.[2,3], in Cu by Nilsson and Rolandson[4], and in Nb by
Sharp[S].

The strength of the anomaly is influenced by the geometry of the Fermi surface. This
can be seen by considering the static dielectric function c(q,O) in the random phase
approximation via the polarizability e(q,0) = l+4xia(q) as

= -. f(k +q) -f(k)
(q)= (1)

where qk) Is the probability of occupation of state k. The only contributions come from
terms for which state k is occupied and state kq Is empty, or vice versa, and the largest
contributions clearly occur when Ek - Ek~q. For a spherical Fermi surface, both of the above
conditions are satisfied only when q02kF. At q-2kF, one observes a sudden decrease of the
static dielectric function, i.e. an abrupt decrease of the ability of the electrons to screen the
embedded charge distribution. But since the change in fk+q)-Ak) is slow near q=2kF. the
dielectric function remains continuous and only the derivative shows a iogrithmic singularity.
Other shapes of the Fermi surface, such as cylindrical (2-D) and flat parallel sections (1-
D), enhance the singularity by enhancing the number of singular contributions In the sum of
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Eq. (1)[6]. It should also be pointed out that the strength of the Kohn anomaly is related in
turn to the details of the electron-phonon interaction in a more complicated fashion than is
supposed in Eq. (1)[71.

The pair interaction potential V(r) of the ions In a solid Is screened by the electrons,
ewith Fourier transform V(q) - q2c(), and the singularity in the dielectric function is thus

directly reflected in V(q). In the case of alloys, V(r) is usually taken as the sum over a set of
pairwise interactions between an origin ion and its several neighbors. Krivoglaz[8] has dis-
cussed how the diffuse scattering of X-rays, neutrons and electrons from an alloy above the
order-disorder transition is related to this pair interaction, where the screening effect is
treated self-consistently by the introduction of the dielectric function. By extending this idea
of Krivoglaz, Mosa19) noted that the shape of the Fermi surface in Cu-Au alloys was indeed
imaged in the diffuse scattering via the singularity in t(q-2kF). Fig. 1(a) showes a Kohn
construction of the satellite positions when kF is known for the (001) plane of an FCC lattice.
Conversely, given the satellite positions, one could deduce the magnitude of the Fermi wave
vector along the appropriate direction.

(100)(l

I

1 (000) (010) (020) Iml

Fig. 1: The 1001) zone in reciprocal space of a FCC lattice schematically
showing (a) Kohn construction of the diffuse satellite positions given kF
in the (110) direction. (b) the diffuse scattering as observed by Bode
and Sparks,14 the asymmetry in the satellite intensity is caused by
atomic displacements arising from unequal atom sizes.

Scattergood, Moss and Bever[101 measured the X-ray diffuse satellite positions in Cu-
Al alloys of various concentrations and deduced that kF(110)/0.74-n 1 / 3, and
kF(100)/0.84=n 1 3, where flxCu+

3 xA is the average number of conduction electrons per
atom in the Cu-Al alloy. They also showed that these were consistent with positron
annihilation determinations of kF. Recently, Pinski[11] has calculaled the Fermi surface for
Cuo.85 AIo.is and found good agreement with the measured satellite positions. The phonon
anomalies in the region of 2kF have, however, remained unstudied. In this paper, we explore
the Kohn anomalies in the phonon dispersion in the alloy Cuo. 84AIo.16, with particular atten-
tion to the [1001 and [1101 directions.

II. EXPERIMENTAL DETAILS

Phonon frequencies were measured on the triple-axis spectrometer H7 at the HFBR of
Brookhaven National Laboratory. The sample was a single crystal of Cuo.84Alo.16 in the shape
of a cylinder approximately 2 cm in diameter and 5 cm in length. It is a FCC lattice with
lattice parameter a*-2n/a.1,714 A-1 (in pure Cu, a*.1.741 A-1 ). The sampe has a mosaic

4 spread of 40 minutes. Pyrolytic graphite was used as both monochromator and analyzer. A
pyrolytic graphite filter was used before the analyzer to eliminate the higher order con-
tamination In the beam. Constant-O scans were made with either fixed final energy Ef-3.56
THz (14.7 meV) or 7.38 THz (30.5 meV), depending on where in reciprocal space we chose
to measure the phonon frequencies. The collimations before monochromator, before and after

i
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sample, and after analyzer were 20, 20, 20, 40 minutes, respectively. With Ef-3.56 THz
the energy resolution Is in the range 0.12-0.36 THz (0.5-1.5 meV) and with Ef-7.38 THz, It
is in the range 0.24-0.6 THz (1.0-2.5 meV), depending on the energy transfer. All
measurements were made at room temperture.

Ill. RESULTS AND DISCUSSION

A. SHORT RANGEORDER

The observation of diffuse scattering in alloys has chiefly been used to study short-
range order[8,12-13. Bone and Sparks[141 made an extensive study of diffuse scattering
in an alloy Cuo.s4AI.l, which was In fact a slice of the sample we studied. Fig. 1(b) shows
the measured diffuse satellites in the 10011 zone from Bode and Sparks[14. We observed
elastic diffuse scattering at the same positons along [1 ,0] and [R1] directions. As short-
range order is not the main purpose of our present study, we have not Investigated it further.
It is, however, important to note that the origin of the diffuse satellites is not in the dynamical
response of the crystal (i.e., the phonons).

B. PHONON SPECTRUM

Phonon frequencies were measured along all the high-symmetry directions [COO],
[CC I, [CC] and (1COJ. Observed phonon peaks were fitted to a damped harmonic oscillator
function convoluted with the instrumental resolution function. Although the energy resolution
of the instrument is on the order of 0.24 THz (1.0 meV), the peak positions can be determined
with a standard deviation better than 0.007 THz (0.03 meV) in most cases by such a fitting
procedure.

I0 Q It I I I

4 --

00 0.5 1.0 0.8 0.6 0.4 0.2 0 0.25
Reduced Wave Vector r=qI(2x1a)

Fig. 2: Phonon dispersion curves of Cuo.e4AIo.16. The lines represent a 5th
nearest-neighbor Bom-von Karman fit.

Fig. 2 is a plot of the measured phonon dispersion. The lines through the data points
represent a fifth-nearest-neighbor Born-von Karman fit of the standard form

Madu 0 (q) = .O.( U')exp ( iq- R)u.,(q)
.' (2)

where Oaa' is the restoring force exerted on atom I In the direction a when atom f is moved a
unit distance in direction a', and Rr Is the vector distance. The standard error of the overall
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fit improves with the number of nearest neighbors N used for fitting. N-6 is just marginally
better than N-5, at which S-0.068. The Inter-atomic force constants and vibrational density
of states were deduced from the Bom-von Karmen fit. The errors on all except the largest few
force constants are of the same order of magnitude as the force constants themselves. As
Brockhouse[21 emphasized in his work on Pb, the errors are Introduced by cutting off at the
N-th neighbor while the inter-atomic forces are long-range in nature. The fifth neighbor
forces are treated as axially symmetric because data along the high-symmetry directions is
insufficient to determine general tensor forces[161.

In comparing the phonon freqencies measured In the present sample with those
measured in pure Cu[151, we note that the high frequency phonons near the zone-boundaries
in Cuo.84 AIo. 16 are lower in energy than the corresponding phonons in pure Cu by as much as
15%. Nicdow et a1116] have observed high-frequency local modes in the alloy Cuo.g6AIo.o4
which they interpreted as localized vibrations of the lighter A atom in a Cu cage. This was
confirmed by Kaplan and Mostollertl8) who showed that the neutron scattering from the local
mode was reproduced well by mass defect coherent potential calculations. The suppression of
the high-frequency phonons in our sample could be due to mode repulsion between this high-
frequency local mode and the lattice modes.

C. KOHN ANOMALY

The Fermi surface of pure Cu (and, by implication, Cu-rich alloys) has a flat portion
perpendicular to the <110> direction[20]. Nilsson and Rolandson[4] observed Kohn
anomalies in pure Cu by studying small deviations in the slope of the measured phonon
dispersion from that of a Born-von Karman fit. They found a systematic deviation in the
<100>-LA branch at the wave vector q=(0.35 t 0.02)2x/a.

t3

-0

0 - -
0.0 02 0.4 0.6 04 1.0 0.0 0. OA 0 6 1'0

Fig. 3: do,/dq for the (100)-LA branch of Cuo.84 AIo.16. The arrow indicates
position of 2kF as derived from the position of the diffuse satellite.

We carried out the same analysis for Cuo.84AI0.16 in the <100>-LA and <110>-Ti
branches where we have the most complete data. According to the interpretation of the diffuse
scattering data by Scattergood et al.110, the 2kF position in Cuo.8 4 AIo. 16 should be at wave
vectors equivalent to q-0.2(2x/a) along the <100> direction and q-0.85(2x/a) along the
<110> direction. Figs. 3 and 4 plot the local slope of the phonon dipersion along <100>-LA and
<110>-Ti respectively. For <100>-LA, there seems to be some systematic deviation near
q,0.4(2x/a) rather than the expected q=0.2(2xJa). For <110>-T1, there is a clear depres-
sion in the slope at q-.0.2(2xIa), the origin of which we do not understand.

We also studied the linewidths of phonons measured along <100>-LA and <110>-TI.
Since the frequency shift (real part of the phonon self-energy) and the width (imaginary part
of the phonon set-energy) are related by the Kramers-Kronig relation, the Kohn anomaly
could also be manifested In the phonon ilnewdths. In Fig. 5 we plot the resolution corrected
phonon linewldths along the <100> and <110> directions. In general, a phenomenological
Ireatmen[3 Including damping forces in the lattice dynamics would give a linewidth
increasing with wave-vector as r-sin2 [ql(2x/a)J. This is roughly what is observed in the
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<100>-LA branch (Fig. 5a), but for the <110>-TI branch (Fig. 5b), there is an apparent
suppression of the linewidth at q-0.8(2x/a), which is in contradiction with a suppression of
phonon frequency expected in the Kohn anomaly.

10- 2

•~ ,. , i

0.0 02 O 00 0.0 Lo0 0.0 02 0.4 04 0.8 1O 0

Fig. 4: dma/dq for the (110)-TI branch of Cuo.s 4 AI0 .16. The arrow indicates
position of 2kF as derived from the position of the diffuse satellite.

It is also interesting to look at the linewidths of those phonons whose wave vectors areexactly at the positions of diffuse satellites. These phonons are expected to be scattered
(damped) by the locally ordered regions associated with these satellites. We observed an in-
crease in phonon width along the [1C0] direction between C,-0.2-0.3, which coincides with
the diffuse scattering maxima (Fig. 1). We believe the increase in the observed width is
related to the diffuse scattering and expect there to be a concommitant shift of phonon
frequency to a lower value.
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Fig. 5: Resolution-corrected phonon width of Cuo.8 4 AIo. 16 as a function of re-
duced wave-vector for the (100)-LA and (110)-Ti branches.

IV. CONCLUSION

In conclusion, our phonon data on Cuo.s4AI0.16 does not indicate any strong Kohn
anomalies. As noted earlier, Pinski[11] has made Fermi surface calculations for the
composition Cuo. 85AI0 15 which give a smeared-out Fermi surface, with the Fermi wave
vector along [1101 in good agreement with the value deduced from the diffuse satellite
positions. The smeared Fermi surface may in part be responsible for our negative result. The
same calculation for the alloy Cuo 85Pdo. 15 indicates a sharp Fermi surface[11,21J. It would
be interesting to study the Kohn anomalies in the Cu-Pd system, especially as prominent
diffuse satellites have also been calculated In that system[21J.

As we discussed above, the strength of the Kohn anomaly, revealed by singularities in
the denominator in the dielectric response (Eq. 1), also Involves details of the electron-
phonon interactlion[7] which Introduces electron-phonon matrix elements In the numerator
that are not considered in Eq. (1). The electron-phonon coupling in turn depends on the

L.
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details of the Fermi surface. It could be the dominant effect determining Kohn anomalies in
this system, in which case we would need to make a more sophisticated analysis of where to
expected the singularities in Eq. (1). The existence of the diffuse satellites, however, seems
to require some flatness at 2kF in the [1101 direction.
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The order or segregation properties of compounds or solid solutions
are important ingredients of the phase diagrams. If the order can be described
as an atomic distribution on an underlying lattice, and if the interactions can
be expressed in terms of pairs and other multiplet potentials between the
atomic species, phase diagrams should be deducible from these potentials,
along with other properties, such as antiphase boundaries, core structures of
the dislocations in ordered compounds... This approach, i.e. the very existence
of the potentials, is legitimated by electronic structure calculations for or
alloys of normal [1] and transition metals [2]. The G.P.M. (General
perturbation Method) allows indeed to develop the order energy in terms of
interatomic potentials, the reference state, namely the random alloy, being
calculated within the C.P.A. (Coherent Potential Approximation). For
transition alloys, this procedure, within the Tight Binding Approximation,
leads to simple and general results:

-The pair potentials are dominant versus the other multiplet
interactions,i.e. the order energy writes:

H=E'amanJmn+hF-an
(1)

the a's are spin-like operators taking -1 or 1 values depending on the
species sitting on the sites m and n, the J's are the corresponding pair
potentials and h is the chemical potential.

2) The interactions between the 2d, 3d and 4th neighbors are of the
same order of magnitude, and generally small compared to the first neighbor
interaction. Further interactions are negligible.

Experimentally, our purpose is to obtain interaction potentials through
the measurements of the short range order parameters, in order to check them
against the calculated orders of magnitude and, ultimately, to build phase
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diagrams. As an example, we describe our diffuse neutron scattering
measurements at high temperature on single crystals of Pd 3 V, Ni 3 V and
Ni 3 Cr. The high temperature phase of these alloys is a disordered FCC solid
solution. At 815 and 1045°C respectively, Pd3 V and Ni 3 V exhibit a first
order transition from the disordered FCC solid solution to DO 2 2 , a FCC
based superstructure. Ni 3 Cr is not known to order. However, for the Ni-Cr
system, the only known ordered structure is Ni2 Cr, a Pt2 Mo - like structure,
built on (1 1/2 0 ) concentration waves, and then of the same family as D0 2 2.
The order-disorder transition temperature of this compound is 580'C.

The measurements were performed at the L.L.B, on a specially built 2
axis spectrometer, equipped with a furnace and a time of flight analysis
allowing the rejection of the inelastic scattering. Pd3 V has been investigated
at 835°C and Ni3V at 1100 and 1200'C, Ni 3 Cr at 600°C. For each
composition and temperature,we explored the (100) and the (110) planes of
the reciprocal space. We submitted the intensities measured in both planes to a
linear least squares fitting procedure, using a model including 10 to 25
chemical short range order parameters CX(R) and first order displacement
parameters. The values of the parameters are displayed on table I.

TABLE 1: SHORT RANGE ORDER PARAMETERS

Pd3 V Ni 3V Ni3 V Ni3 Cr
T=8400C T= 100°C T= 12000C T=600°C

011 -0.16 ±0.02 -0.18 ±0.02 -0.12 ±0.01 -0.039+0.005
002 +0.17 ±0.01 +0.11 ±0.015 +0.055+0.015 +0.077±0.007
112 +0.015±0.01 +0.04 ±0.015 +0.035±0.005 +0.033±0.002
022 +0.03 ±0.01 -0.01 ±0.01 -0.015±0.005 -0.038+0.002
013 -0.04 ±0.01 -0.035±0.015 -0.03 ±0.005 -0.026+0.007
222 0.0 ±0.01 -0.05 ±0.015 -0.05 ±0.005 -0.027+0.007
123 -0.01 ±0.01 -0.01 ±0.01 0.0 ±0.002 0.00±0.002
004 +0.07 ±0.01 +0.03 ±0.01 +0.015+0.002 +0.014±0.005
114 +0.01 ±0.01 +0.01 ±0.005 0.0 ±0.002 0.00-0.002
033 -0.01 ±0.01 -0.01 ±0.005 0.0 ±0.002 +0.027±0.002
024 +0.01 ±0.005 +0.01 ±0.002
233 +0.015+0.005 +0.005+0.002
224 -0.01 ±0.005 -0.005±0.002

The reconstructed (100) maps of the intensity due to the chemical
order are shown on fig.l. For Ni3 V, and Ni 3 Cr, the diffuse maxima occur at
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the expected (1 1/2 0) positions, the known ordered structures belonging to
the (1 1/2 0) family. For Pd 3 V , they surprisingly occur at (100) positions.

020 022020 02 020 022

000 0021000 002000 002

Fig.i: Short range order intensities in the (100) plane for Pd3 V at
8400 C, Ni 3 V at 1 100 °C and Ni 3 Cr at 600°C.Laue units.

First, let us briefly discuss the case of Pd3 V and its comparison with
Ni 3 V, which has already been explained elsewhere[3]. In a 2 potential model
(JI and J2 ), the DO 2 2 structure is stabilized as a ground state for Jl>0 and
0<J 2 /Jl<1/2, whereas L1 2 is stabilized when J2<0. In the mean field
approximation, the regime of J2 >0 corresponds to diffuse intensity maxima
located at (1 1/2 0) positions, whereas the regime of J2<0 leads to maxima
located at (1 0 0) [4]: the mean field theory leads to a correct prediction for
Ni 3 V, but not for Pd3 V. To explain this discrepancy, we first performed
CVM calculations,in the tetrahedron-octahedron (T.O.) approximation,
including the potentials Jl and J2. The resulting phase diagram shows a
narrow region (J2/J1< 0.08), where the DO 2 2 structure disorders towards a
short range ordered FCC phase with diffuse maxima located at the (100)
positions -(100) regime-, corresponding to the Pd3 V situation, whereas the
Ni 3 V pertains to the (1 1/2 0) regime (J2/J1 > 0.08) where the DO 2 2 structure
disorders towards a (1 1/2 0) disordered state. This is a qualitative success of
the model. To reach a more a quantitative account of the measured intensity
distribution, further interactions are needed, at least up to the fourth
neighbour, in agreement with recent electronic structure calculations 121.
Then, provided that the first neighbor interaction is dominant, this phase
diagram should remain qualitatively valid when changing J2 into the antiphase
energy 4=J2 - 4J3 + 4J4 . In order to determine the interactions up to the
fourth neighbors, we used an inverse C.V.M. algorithm based simultaneously
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on two clusters: the FCC cube (14 points) and a point surrounded by its 12
nearest neighbours (13 points). This procedure leads to the potentials
displayed on table 11 [5]. For both systems, JI is far stronger than the three
other potentials, which are all of the same order of magnitude. The different
aspects of the diffuse maps of Pd 3 V and Ni 3 V are accounted for by the
discrepancy of the antiphase boundary energies : they are effectively small
for Pd3 V, which belongs to the (100) regime, and much stronger for Ni 3 V
which belongs to the (1 1/2 0) regime.

TABLE II: PAIR POTENTIALS EXTRACTED
FROM TABLE I PARAMETERS

J(meV) Pd3 V Ni 3V Ni3 Cr

011 (JI) 47. 27. 3.1.
002 (2) -1.5 -5. -9.8.
112 (3) 5.9 -1.3 -2.5
022 (14) 6.9 3.5 5.2

2.4± 2 15±3 21±2

At variance with the Ni 3 V case, fig.1 shows that, for Ni 3 Cr, the
intensity, starting from the maximum at (1 1/2 0), decreases steeply and
nearly falls to zero at the (100) points. The lines are also much broader in the
perpendicular direction, i.e. along the lines (1/2 4 0). This is consistent with
the much lower a 1 10 value calculated by the least squares fit (tablel). On the
other hand, the order of magnitude of the other order parameters is the same
as for the two other samples: the first parameter only has been strongly
reduced.

The order parameters have been submitted to the same treatment as for
the other samples to obtain the potentials J ,J2J3 and J4: they are displayed
on table II and fig.2, together with the values found by authors of recent
work on the same system.[6]. The same conclusions are reached as for the
order parameters when we compare the potentials for Ni 3 Cr and those found
on the other alloys: the first potential is strongly depressed and the orders of
magnitude of the other potentials remain the same. This low level of the first
potential compared to others is expected when the diffuse intensity is
spreaded along the lines (1/2 4 0). The decrease of the first potential is
consistent with the trends of the first principle calculations shown on fig.3:
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for Ni as B element, NB=9; for Cr or V as A element, ANe=4 or 5
respectively. Fig.3a indicates a decrease of the potential.

meV
20 -N

J, a) N,=9 b) JANi--

J/3

.10 .10 .

10 78

%0 At.F .05

of urpotntal wih hethe TB/CPA/GPM approximations. J, l idpotte

v al u s f u nd b y o h er as f u n ti o of th e co n ce n tratio n c.It also

in electronic
betweenthe tw cpotentialJ7

W e h v e o m p re d th e e x p ri m nt a t r n si i o n te m p e ra tu re s w ith th efa Monte Carlo

methd, e otai 60°C or P3V nstad f 85°Cexperimentally; for
Ni3 V, we obtain 985°C instead of 1045°C and, for Ni3 Cr, the transition

, temperature is lower than 150°C. Fig.2 , comparing our results with those of
t other authors obtained at different compositions, shows a noticeable decrease

of the first potential with decreasing nickel concentration, the other potentials
remaining similar. This raises a question: if the potentials were to stay at this
low level, there would probably be no way for Ni2 Cr to remain ordered up to
580 °C. We then expect an interesting behavior of the potentials as a function

0- 0
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of the concentration. Therefore, the study of the diffuse scattering at the
Ni2Cr composition would be of great interest.
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ABSTRACT

Diffuse neutron scattering experiments have been performed on a single crystal
Fen.sA10.2 at T=1013K. The data are analysed in terms of short-range order and lattice
displacements. Effective pair-interactions have been determined by the inverse Monte
Carlo method.Further measurements of the temperahre dependence of the diffuse scat-
tering reveal a long-range ordered phase with the B32 structure below T - 650K. This
new phase is related to the influence of the magnetism on the chemical ordering in the
irnn-almninum alloys.

INTRODUCTION

In some alloys, states of magnetic and compositional order coexist. If the ordering
energies are comparable, magnetic and chemical order may be strongly coupled, giving
rise to rising physically and technogically interesting phenomena 1,2 Recently, a few the-
oretical studies using the Monte Carlo 3,4 and Cluster Variation 5 methods have treated
the ordering phenomena in FeAI, including also the chemical and magnetic interactions
explicitely 3.5 The description of ordering in binary systems, like alloys, using the Ising
model is quite attractive because of the basic, microscopic concept and its possible links
to results of modern electronic band theory. However, if the interaction parameters are
fitted to experimental phase diagrams, such calculations have not much predictive power.

Precise measurements of the short-range order of an alloy in thermal equilibrium
are particularly interesting, since it has I - demonstrated that the characteristic atomic
interactions can be determined in a strait forward fashion using the inverse Monte Carlo
method 6.7 Previous diffuse x-ray experiments R.0.? on quenched v- FeAl have already
shown the existence of short-range order, reflecting the ordering tendency of the alloy
to the known FeAI and Fe3AI phases. Fitrthermore, lattice displacements due to the
different atomic sizes have been found. FeAl is an attractive system for both x-rays and
neutrons. However, an essential advantage of neutrons is that the elastic and inelastic
scattering can be meaured seperately. This is especially important for i-situ studies at
high temperatures, which are necessary if the interesting equilibriam structure can not
be obtained during a quench. Recent neutron scattering experiments 11 have shown that
the short-range order intensity exhibits an unusual temperature dependence. Instead of
an increase of the short-range order peak, almost no change has been observed in a large
interval around the Curie temperature. A qualitative explanation was given in terms of
the competition between the Fe-Al interaction, with its tendency to order with unlike
neighbors, and the ferromagnetic coupling of the Fe moments, favouring the formation
of Fe-Fe pairs.

In this paper we present first results of the diffuse scattering from a Fe0 .8 A 0 .2
single crystal above the Curie temperature. The equilibrium short-range order has been
measured at T=I013K, where the influence of the magnetic interactions is expected to
be small and the local atomic order is mainly dretermined by the effective atomic pair-
interactions. We also describe the diffnse scattering at lower temperatures, where a phase
transition into a new ordered phase has been observed.

Mat. Ras. So. Symp. Proc. Vol. 166. 1690 Materials Research Society

---------------------------------



260

EXPERIMENT

The diffuse scattering experiments were carried out at the new external neutron
guide hall at the Jiilich rese.,rch reactor. The instrument used is especially designed for
such studies. It is a time-of-flight instrument, with a modest resolution but high flux
and low background. The monochromatic flux at the sample position is 107n/crn2 s at
A - 0.33 :- 0.015nm. 64 3 He detectors are arranged around the sample at 0.8m distance.
The background scattering from the furnace is eliminated by a radial collimation in front
of the detector system.

The sample is a single crystal Fe-20at%A , grown by Bridgenian technique at the
MPI Diisseldorf. It has a cylindrical shape with 5mn diameter and 4cm length. The
axis is close to a [1001 direction. The ends have been cut parallel to a (211) and a
(110) plane respectively.

The measurements at T = 1013K were done for three different orientations in
order to collect data in the (100), (211) and (110) planes. The sample was therefore
rotated in the furnace in steps of 4' degrees. The measuring time has been less than one
day for each plane. Thus 5600 time-of-flight spectra have been measured. A typical set
of TOF-spectra, measured for one sample position, is shown in fig.1.

Q -01 As can be seen, it is easy to
distinguish between inelastic phonon
scattering and the diffuse elastic

- .scattering. It is worthwile to men-
- .tion that the background due to

* the quasielastic paramagnetic scat-
lie, -- %tering should have a width in the

- order of kBT" " 80meV, whereas
the energy resolution is 0.8meV
(FWHM). Iowever, the quasielas-
tic width vanishes in the limit of

-71- 10, and in order to separate the
,I' h n,,, in critical magnetic scattering in the

vicinity of T,, such good energy
Fig. I Tim e-nf -flight spectra meassred at T=1O13 K. resolution is rather favourable.

The elastic intensities have been de- T

tormined by fitting to gassians appropriate
to the instrumental resolution. The calibra-
lion was done by a vanadium reference mea-

surenient. A further correction assuming equal

Ihebye-Waller factors for Fe and Al atoms has
been applied. The small, incoherent back-
ground scattering has been suhstracted. The 001

coherent diffuse elastic structure factor S(4)
1(Q)/Ir,,.,, is given by the intensity normal-
ized by the l,aue-scatterinI
'I,,. -- cF, '.1,c(11 - hF,.) and is displayed
in contour plots in fig.2. Within the approx- 11101 .

imintion Q. t; <. I the diffuse structure factor 110
of a binary suh.stitntioual disordered system Fig.I S(d) of Feo.sAlo2 at T=1OISK in
-an le written as Ike (INO) plane.
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SO)= -(q1 + i --5(q) - 1Q2l(q).

The first term describes the short-range order contribution, the subsequent terms
are related to the lattice displacements < V > and to < V2 > respectively. The Fourier
analysis of the scattering functions a(q), i(q and e(q) yields the real space parameters,
which will be discussed further below. From symmetry arguments, we note some impor-
tant features : The diffuse maxima at {100} is related to the short-range order ( even
functions ) while its asymmetry is due to the first order displacement scattering ( odd
functions )

The peak at {100} reflects the ten- B2
dency of the alloy to form the long range or--- 100
dered B2 phase (fig. 3 ). There is almost no - -
enhanced intensity at {1111, the additional B 32
ordering wave vector of the DO 3 phase, i.e. 41 1 1

4~ * 222the ordered Fe 3AI. .* -

Fig.3 Bec lattice, ordered structures DO 3X 111
and ordering wave vectors 4.: 100,

_iunpe nsr tyau dB_2__ y d orir

Earlier measurements have shown that the intensity of the 100 peak remains
almost unaltered in the temperature range from 550"C up to 750'C ". At iQwer tem-
peratures we have observed now a phase transition below approx. 380"C (fig.4.).

The ordering wave vector is j{111} T
but not {100} . Hence the ordering is of the
B32 type instead of DO 3, which is a new
observation in the Fe-Al system. An indi-
cation for another ordered phase occuring in
the iron-rich part of the phase diagram is also . '
found in measurements of the thermal expan-
sion etc.

1 2 
In a recent phase diagram 12,13 a 001

new phase KI is suggested and related to the
so-called "K'-state 4. This term has been
used for alloys, whose residual electrical resis-
tivity increases towards lower temperatures
presumably due to ( short-range ) ordering. 1110)

110

Fig.4 S(O) of Feo.8 A. 2 at R.T. in the
(1I0) plane.

RESULTS AND DISCUSSION

_QI 3_K_

The diffuse elastic scattering measured at 1013 K has been analysed according to
eq. 1 in terms of short-range order and lattice displacements. Therefore a linear least
squares analysis has been applied. The short-range order parameters at, , which are
obtained are given in fig.5.

mmmm a I'.9.
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Just as in reciprocal space, where the short-range order peak indicates the alloy's
favour of the B2 structure, the real space parameters reveal the B? character of the
existing short range correlations. Within the small error bars, all a parameters with
odd indices are negative and those with even ones are positive Hence, there is the same
alternation in sign as in perfectly ordered B2. The first short-range order parameter
all = -0.124 ± 0.002 says that the probability of unlike nearest neighbors is enhanced
by 12% relative to the random configuration in Fel).8 AI. 2 . The error bars of the following
parameters are even smaller.

It is interesting to compare these results with recent data obtained from x-ray
diffuse scattering of a single crystal with rather the same composition but quenched from
T=823 K 1i. Compared to the present case, the ordering tendency towards the B2 phase
has significantly decreased in the ferromagnetic state. A paradoxical -if nation, if the role
of the magnetism would be neglected.

.10 "

.05 .04 ' 4 1

0 -. 02 1
0 0 24 A.

05
-. 002

-. 10 -. 04 ~

-. 15 L -1 L 1 1-L0 2 4 6 8

0 2 4 6 8 to 12 2 R12 n I a

2 R,,,_ a

Fig 5 Short-range order parameters aj,,,, Fig.6 Lattice displacement parameters
(e) even and (o) odd indices. (.) 71 ..... and () l,,,,.

The asymmetry of the short-range order peak at {100} indicates that there are
significant lattice distortions in this alloy. The lattice displacement parameters jg,,,
displayed in fig.6, are linear combinations of the three different di%,ln-cements between
Al-Al, Al-Fe and Fe-Fe atoms.

The displacement parameters describe the mentioned asym,,,eitry and also the
minima at the low Q side of the Bragg peaks. These features are consistent with a
positive lattice parameter change due to the Al defects in the Fe-rich matrix and the
concept of Al being larger in size than Fe 7,11. Recause of the limited Q-range of this
measurement, Q.., = 34.5nm - 1 , the contribution from the second order displacement
term c(q is small, which means also, that the data offer only weak information about
the second order displacement parameters el,.,,,.

Effective pair-interactions have been determined by the inverse Monte Carlo method
6,7 It has been shown 15, that possible small many-body interactions can be accurately
described by only effective pair-interactions which then would have a specific intrinsic
dependence on concentration and temperature. In the inverse Monte Carlo method, a
model crystal with the measured short-range order parameters is first generated. The
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interactions are then calculated employing detailed balance. There is one important as-
sumption, which has implicitely been made : the effect of the ferromagnetic interactions
on the measured chemical short-range order has been neglegted. This may be justified,
since the measurement has been performed at T = 1013K in the paramagnetic state,
where this effect is at least weaker than in the ferromagnetic alloy.

The results are shown in fig.7. The interac- 10 -- v -

tions are defined by the Ising Hamiltonian 5
0

1 0
H VH= - Z.V 1 s,,j

•j 5 -15

where si = ±1 denotes the site occupation and -10

the interactions Vij between sites with the same -15
distance i - Fj are described by one parameter 0
V1.,,,. The negative nearest neighbor interaction -20
V111 describes the preference for unlike neighbors
and is important for the phase stability of the B2 0 1 2 3 4 5
phase in FeAl alloys. The negative value of V20
and the positive V220 offer an explanation for the 2 RI,_. / a
existing DO 3 phase ( Fe 3 AI ). Such ground state
considerations also indicate that the system is not Fig. 7 Inverse Monte Carlo resut
far from the boundary of stability between B2 and for tke effective pair-interactions.
B32; in particular, additional ferromagnetic inter- (o) T--OJ3K; (4) T82K,
actions are are in favour of the B32 structure. calculated from SRO-data 10.

For comparison the effective interactions related to the short-range order measured
at T=823K 10 have also been calculated by the inverse Monte Carlo method. Both results
agree nicely, except for the nearest neighbor interaction. Apparently the ferromagnetic
interaction has reduced the effective interaction parameter V111.

This influence can be further illustrated by Monte Carlo simulations of the short
range order in a magnetic alloy, when an additional magnetic interaction J is included.
The temperature dependence of the short range order parameter a1 11 is altered due

0 to the magnetism as shown in fig.8. At high tem-
peratures in the paramagnetic phase the influence
of the magnetic interaction on the chemical short
range order is vanishing, but closer to the ferro-
magnetic transition temperature T this influence

S- .10 .v is increasing. Although the model parameters used

0 0in this earlier calculation are different from the
-. 15 0 o ones of the present study, there is the interesting

qualitative feature of an inflection point at T in
-20 o the temperature dependence of the short range or-

...._- I der, which has also been observed in the scatter-
0.0 0.5 1.0 1.5 ing experiment ". From this Monte Carlo simu-

lation we can also conclude that the effective in-
teractions determined from the short range order

Fig.8 Monte Carlo simulation ofal . at T = 1013K ( T, = 950K ) is still reduced by a
V1 =-1, V =J; (e)Jt =1, (O)Jt =0 small ferromagnetic contribution.

ln
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FINAL REMARKS

A more detailed description of this work will be published elsewhere. The B32
phase has also been observed using transmission electron microscopy 16. A certainly
surprising fact is the large deviation from stochiometry of the B32 phase being found.
Further studies should clarify the region of stability for the B32 phase. It is also possible
that the magnetism is involved in the transformation to a suggested, but unknown phase
"K 2" 12,13. One might further speculate, whether the interesting spin glass behaviour in
FeAI alloys is also related to the competition between chemical and magnetic order. The
present result also raises the question, as to whether the B32, and not the B2 phase is
the real ground state of FeAI alloys. This can be answered if the magnetic interactions
would be known better. However, even if B32 would be the stable low temperature phase
for FeAl, since during cooling the phase transformation to the B2 phase is precurring,
a possible further transformation to B32 is rather unlikely.
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LATTICE MISFIT AND DECOMPOSITION IN NI-AL-MO ALLOYS

HECTOR CALDERON AND GERNOT KOSTORZ
Angewandte Physik, ETH ZUrich, CH-8093 ZUrich, Switzerland

ABSTRACT

The effect of lattice mismatch 8 between the 'i-matrix and '-precipi-
tates on the decomposition process of Ni-Al-Mo alloys has been investigated.
The results show that for a - 0 spherical precipitates are formed without
any orientational correlation. For a > 0 non-spherical particles, aligned
along <100), are produced. The kinetics of the '-o' decomposition becomes
slower as 8 Is reduced to zero.

INTRODUCTION

In many Ni-rich alloys, i'-precipitates [essentially NI (AlTi),
Ll structure] coherent with the fcc -matrix form after suitible thermal
triatment. In the case of Ni-Al, the decomposition takes place via nuclea-
tion, growth and coarsening [1]. Atom-probe field ion microscopy shows i'-
precipitates (Ni Al) from the beginning of decomposition [2]. Although this
decomposition pr cess has been extensively investigated, the effect of lat-
tice mismatch [8 - (ais,-a1)/a1 where a is the lattice constant] and elastic

strains upon nucleation and phase separation, though clearly recognized, has
not yet been fully examined. The theoretical work of Larai et al. [3] and
Kawasaki and Enomoto [4] on the effect of stress-induced interactions on the
coarsening of precipitates and on the thermodynamics of stressed solids, in-
dicates the way toward a more realistic treatment of particle evolution. Re-
liable experimental data on the simplest possible systems are required, too.
In Ni-Al alloys the mismatch 8 is positive but it can be reduced by alloying
with elements that primarily increase the lattice constant of the t-phase,
e.g., refractory metals. Thus, this investigation has been conducted to ob-
tain information, via small-angle neutron scattering (SANS), regarding the
evolution of particle shape, size and elastic strains during the "-' decom-
position process.

ALLOYS AND EXPERIMENTAL PROCEDURE

The SANS experiments were carried out at the Institut Laue-Langevin,
Grenoble (France), using the Dll facility. Four monocrystalline specimens
were aged 'in beam' and had the compositions and lattice misfits given in
Table I. Alloy 4 was aged at 883 K because of the relatively slow kinetics
of the 'i-i' decomposition in this alloy. The other alloys were aged at 833 K.
The specimens were cut along the (110) plane, and the incident neutron beam
was perpendicular to these faces. The sample to detector distance employed
for the measurements was 1.5 m, and the wavelength was 0.66 ± 0.06 nm. The
samples were aged in a vacuum better than 8 x 10- Pa which resulted in a
negligible oxidation.

Table I: Alloy Compositions and Lattice Misfits

Alloy Composition Lattice misfit (Z)

1 Ni-12 at.J Al 1.2
2 Ni-10.3 at.Z Al-5.5 at.Z Mo 0.6
3 Ni-6.5 at.Z Al-9.6 at.Z Mo 0
4 , Ni-6.1 atZ Al-9.4 at.Z Mo 0

Mt. no$. Soc. Symp. Proc. Vol. 166. 1990 Mateas Reeamh ocIety
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EXPERIMENTAL RESULTS

The scattering patterns obtained for the alloys under analysis are
characteristic of the mismatch value . As Fig.la shows, the particles in
alloy 1 produce anisotropic patterns with sharp peaks along <100>. As the
value of 5 decreases (alloy 2), the anisotropy as well as the Intensity of
the peaks along <100> are reduced. For both alloys, the scattering patterns
suggest that the particles are not spherical and that there is a spatial
particle correlation along <100>. The anisotropic shape of the pattern is
observed from the beginning of the r-g' decomposition. In contrast, when
8 - 0 (alloys 3 and 4). the scattering pattern is "isotropic" (Fig.lb), and
no peaks are observed. In this case, a spherical particle morphology and a
random particle distribution are expected.

605

3420

1 m-1 "''4 -

(a) (b)

Figure 1. Isointensity plots (counts in 20 min) of SANS spectra.
(a) Alloy 1 after 35 min at 833 K. (b) Alloy 4 after 3.9 h at 883 K.

The absolute scattering cross-sections have been obtained as a func-
tion of aging time by using four averaging techniques for the two-dimension-
al detector, I.e. annular [labelled isotropic) and in sectors ± 150 from
[001], [1TO], [1TT] and [1 1]. Fig.2 illustrates the results obtained for
the case of alloy 2 (8 - 0.6%) and alloy 4 (8- 0%). In all cases, with in-
creasing aging time, the intensity maxima produced by interparticle Inter-
ference move toward the center of the detector, and in particular for the
alloys with a measurable lattice mismatch, the anisotropy of the pattern In-
creases. Thus in alloys 1 and 2. as the interparticle distance and particle
size increases with aging time, the shape of the particles deviates more and
more from spherical. On the other hand, the particle shape in alloys 3 and 4
(8 - 0) remains spherical during the time of observation.

The averages along different crystallographic directions reflect the
development of both the anisotropy of the scattering pattern and the spatial
correlation of the particles, i.e. the intensity maxima are located at dif-
ferent values of the scattering vector and their absolute values depend on
the orientation. This feature may be used to represent, in a semiquantita-
tive manner, the evolution of the scattering pattern with aging time. Fig. 3
shows the variation of the ratio 1100/1111 as a function of aging time for
each alloy under analysis, 1111 and 1100 representing the values of the
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Figure 2. Time evolution of the SANS intensity. (a) 
Alloy 2 along <001-

(o: quenched. L, 0.1 h. 0: 1.6 h. o: 3 h, +: 4.9 h, &: 6.6 hm : 8.2 h.

(b) Same as (a). along <111>. (c) Alloy 4 along <001> (o: quenched.

A: 0.5 h. 0: 1.4 h. e: 2 h, +: 2.5 h, a: 3.4 h. a:4.2 h).

(d) Same as (c). along <111>.

absolute intensity maxima obtained after 
averaging along the [0011 and <111>

directions, respectively. The strong anisotropy 
of the scattering pattern

and its evolution during aging for alloy 1 can 
be clearly seen in Fig.3. On

the other hand, changes in the scattering 
pattern of alloy 2 are much sub-

tler than those for alloy 1. This may be interpreted 
as a direct consequence

of the reduction of lattice mismatch through 
the addition of 1Mo. as discus-

sed below. For alloys 3 and 4. the ratios 
1100/111 are close to one as

expected.
The kinetics of the rz' decomposition is apparently 

affected by the

different values of 8. An analysis based on 
the evolution of the radius of

gyration, RG (see, e.g., [5]), shows that for aging times longer than 
15

mn, R3 tends to vary linearly with aging time in 
all cases. This can be

interpreted as coarsening in agreement with 
the classical Lifshitz-Slyozov-

Wagner (LSW) theory [6]. Fig.4 shows the results of this analysis. 
The

slopes of the lines, which represent the coarsening 
kinetics rate constants

K according to the LSW theory, are given in 
Table 11. The values of K show

that by decreasing the lattice mismatch 8 
from 1.2 % (alloy 1) to 0% (alloy

3). the coarsening kinetics is slowed down by a factor of 23 (K1 /K3 ),
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Table II: Coarsening Kinetics Rate Constants K

Alloy K (nm6/h) 8 (Z)

1 4.7 1.2
2 0.7 0.6
3 0.2 0
4 2.2 0

The volume fraction f of the alloys under study was calculated from
the integrated intensity Q Y The values reported here were obtained after a
circular average of the re2orded intensities. The integrated intensities
were calculated according to the technique introduced by Gerold [7] in which
the experimental data are used until a given scattering vector q and the
remaining integration is calculated by using Porod's law (see, eg,. [5]).
By changing q0, it Is possible to select the minimum value of Q . In all
cases after a"rtod of instability, the values of Q become appPoximately
constant with respect to the aging time. These value were used to calculate
f and are given in Table 111. Because of counting statistics and other
mjasuring errors, the estimated accuracy of Q is only ± 8%. The calculated
values f are also given in Table III togetheP with the corresponding uncer-
tainties! The volume fractions in alloys 1 and 3 are very similar but never-
theless, the decomposition kinetics are considerably different.
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Table III: Integrated intensity and volume fractions

Alloy Qo /4n (1028 m 4
) AP (1013 m

-
2) f (%)

1 1.42 ± 0.11 9.2 9.5 ± 1.0
2 1.96 ± 0.16 7.8 19.0 t 2.0
3 1.07 ± 0.09 6.86 13.0 ± 1.0
4 1.10 ± 0.09 6.86 13.7 ± 1.0

DISCUSSION

The differences in the decomposition kinetics of -' are basically re-
lated to the lattice mismatch 6. One of the possible disadvantages of adding
Mo to the binary Ni-Al is that the undercooling. AT. with respect to the
solvus temperature might be changed. A smaller undercooling can result in a
slower rate of decomposition. However, analysis of the known sections of the
ternary Ni-Al-Mo [8] indicates that the undercooling tends to be higher if
Mo is added to Ni-Al (up to 10 at.Z Mo). Furthermore. the volume fraction of
g' in the alloys containing Mo is higher than in the binary alloy (Table
I1). This can be partially explained by the observed tendency of AT. A
larger AT will produce a large f if the shape of the solvus line for the

Mo-concentration used is not draltically different from that of the binary
alloy, which is apparently the case.

3
A linear relation between RG and t is found in agreement with the LSW

theory [6]. According to this model, the coarsening rate is directly propor-
tional to the product of oOCo , where a is the interfacial energy. D the dif-

fusivity and C0 the solubility of the rate controlling species. The LSW

theory is a classical treatment that does not consider the effects of elas-
tic stresses. According to Cahn and Larch6 [11], two interfacial stresses in
addition to a are necessary to describe a solid-solid interface. Thus, a
reduction of 8 is expected to reduce a or the interfacial stresses, which
produces a reduction of the coarsening rate. Larai et al. (3] have demon-
strated that the kinetics of coarsening are altered by the elastic stresses
basically through the coupling of misfit and interfacial stress. These re-
searchers also suggest that the sign of 6 is important. In the present study
the reduction of the coarsening rate by means of a reduction of a positive 6
was possible. Alloys with negative 6 are necessary In order to test comp-
letely Larai et al.'s predictions. On the other hand, the effects of D and
C on the coarsening rate are difficult to assess due to the lack of experi-
m
8
ntal information. Nevertheless. analysis of the known sections of the

ternary Ni-Al-Mo phase diagram does not support the possibility of a great
change of C for the Mo contents used.

The sRape of the particles in the binary alloy is not spherical from

the beginning of the decomposition at 833 K. TEM investigations [9,10] indi-
cate that %'-particles smaller than 3 nm in Ni-12 at.% Al are spherical. The
higher sensitivity of the SANS technique to detect deviations from spherical
shape for small particles is evident. Beddoe et al. [1] have suggested that
an ellipsoidal shape simulated best their SANS intensity patterns for Ni-Al
alloys.

No special orientational arrangement of the particles in the alloys
with 6 - 0 is observed. By reducing the elastic strains between particles,

the particle alignment observed In binary Ni-Al is suppressed. This is not
due to a change in the elastic anisotropy of the Mo-containing alloy. Meas-
urements of the anisotropy ratio A [2C A/(C -C )] show that In the binary
alloy A equals 2.9 while in the alloy Hntalin1 9.6 at.% Mo. A becomes 3.0.

Whether the value of A changes drastically at high temperature is not known.
Kawasaki and Enomoto [4] have predicted that attractive interaction

between particles counteract coarsening, while repulsive interactions for 1'
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accelerate coarsening from a t1/3 to a t1/2 tendency. No changes of the time
exponent have been observed in this Investigation but new data obtained at
longer aging times are currently under analysis.

CONCLUDING REMARKS

The use of SANS to monitor 'in situ' the e-z' decomposition in Ni-Al-
Mo alloys at 833 K shows that in a binary alloy the particles arrange along
4100> and have a non-spherical shape. Decreasing the lattice mismatch -o
zero by Mo addition produces randomly distributed and spherical particles. A
reduction in the decomposition kinetics by a factor of 23 is also related to
the change in 6.
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INFLUENCE OF INTERSTITIAL OXYGEN ON THE LATTICE PARAMETERS OF

SOLUTION-TREATED AND AGED Ti-8.6 wt% Al ALLOYS

G. T. GRAY III AND A. C. LAWSON
Los Alamos National Laboratory, Materials Science and Technology Division, Los Alamos,
New Mexico 87545

ABSTRACT

Neutron powder diffraction data have beer. obtained on Ti-8.6wt.% Al alloys with three
different oxygen contents ( 500, 1000, and 2000 ppm) in the solution-treated and aged
condition ( containing at2) to investigate possible oxygen and aluminum ordering and lattice
parameter variations. The lattice parameters "a" and "c" were found to depend on the oxygen
content and heat-treatment condition. Consistent with the literature lattice parameter data on
pure Ti, the "a" lattice parameter of the solution-treated Ti-8.6AI material is relativelyinsensitive to the oxygen content while the "c" parameter increases with increasing oxygen.
Following aging to precipitate the ordered 2 , the "c" lattice parameter in the Ti-8.6AI alloys
still exhibits a positive dependence on oxygen content with aging and a slight "c" increase over
the solution-treated condition. The "a" lattice parameter following aging is observed to be
lower than the solution-treated value, particularly for the 1000 and 2000ppm alloys. The
diffraction data will be discussed in light of parallel electron microscopy results and literature
data.

Introduction

Interstitial oxygen has long been known to have a pronounced influence on the structure and
mechanical properties of titanium and titanium alloys, particularly those containing the ordered
Ti3AI (hereafter O2) phase[l-5]. Recent interest on titanium-based alloys for aerospace
applications has in particular focused on the effect of ternary and interstitial additions on the
titanium intermetallic alloys TiAI and Ti3 AI because of their attractive strength and modulus
values, especially when normalized by their relatively low density. Systematic studies on
binary Ti-Al alloys have suggested that oxygen stabilizes 2 in addition to ax by raising the a /
ot+p and a / cc + %2 phase boundaries; this has also been qualitatively linked to an increased
tendency for inhomogeneous slip in alloys containing >6 wt% A112,3]. In alloys containing <
6 wt% Al, increased oxygen has also been suggested to increase the tendency for planar slip
due to the enhanced degree of short-range order. The restriction of plastic flow to narrow slip
bands (causing high stress concentrations) favors crack nucleation and fracture at low
macroscopic plastic strains and a fracture mode transition from ductile rupture to cleavage-like
fracture[7,81. This fracture mode transition is thought to be related to the combined effects of
two factors: 1) increasing the oxygen content increases the volume fraction of ordered a 2
precipitates, leading to slip intensification in planar slip bands and 2) the effect of oxygen is
additive to that of Al in solid solution in promoting planar slip in the titanium matrixl7. The
role of oxygen is therefore manifest in promoting slip localization by inhibiting dislocation
pileup relaxation due to slipband broadening by double cross slip (between the a.X particles)I7 I.

Recent Transmission Electron Microscopy (TEM) work(9] on the influence of oxygen on
the structure/ property relationships of Ti-6A1-2V with 0.65 wt% oxygen (alpha alloy) found
dislocations occurring in superdislocation pairs following solution treatment and quenching
where there was no diffraction evidence of detectable 2 . Since oxygen ordering is known to
occur at oxygen concentrations greater than or equal to 3 wt%, this observation raises the
question whether the dislocation pairs are due to crystallographic ordering of the aluminum.
This is considered possible because oxygen reduces the solubility of aluminum in titanium. In
addition, it has been determined that enlarged octahedral holes exist in %2, making preferential
uptake of oxygen in a 2 likely[ 101, This theory is consistent with experimental observations
that oxygen promotes at2 formation[2,6,9,1 1]. TEM investigation of Ti-8.6AI alloys with
various oxygen contents has shown that following constant temperature and time aging the
volume fraction of a 2 increases with oxygen content I111. However, when the Ti-6AI-2V

Mat. fl. 9oc. Symp. Proc. Vol. 16i. ,l gO Materlls Research Soclety
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alloy is aged such that diffraction evidence of ct2 was observed, superdislocation pairs were
not observed, suggesting evidence of oxygen-ordering[9]. However, experiments on the
influence of oxygen content on the structure of Ti-8.6 wt% Al found dislocations to still be in
pairs in the presence of detectable 2[111.

The object of the present study was to investigate systematically the effect of interstitial
oxygen and (x2 precipitate formation on the structure of Ti-8.6 wt% Al alloys using neutron
diffraction. Neutron diffraction has the advantage of penetrating bulk specimens, and the time-
of-flight technique gives excellent d-spacing precision. The primary goal of the study was to
assess possible oxygen and aluminum ordering in Ti-8.6 Al alloys as a function of interstitial
content. In addition, we have examined the the effect of oxygen content, thermal aging, and
at2 formation on the lattice parameters of a titanium binary alloy.

Exepomental Procedure

This investigation was performed on Ti-8.6 wt.% Al (14.3 atomic %) , hereafter called Ti-
8.6 Al, alloys supplied by Timet containing 0.044, 0.103, and 0.209 wt. pct. oxygen
(hereafter labeled 500, 1000, and 2000 ppm). The Ti-8.6 Al alloys were cross-rolled in
multiple passes from -40 to -8 mm thickness at 9500C, recrystallized in an argon atmosphere
at 9500C for 24 hours, and then water-quenched (hereafter called the solution-treated "ST"
condition). To assess the affect of the presence of %cl, some of the alloy samples were
subsequently aged to precipitate the ordered and coherent %. phase as follows: 500"C/4h/ air
cooled - samples machined to dimension , then - 5000C0 h/ air cooled (hereafter called the ST
+AGED or just STA condition). All the alloys exhibited an equiaxed grain structure with an -
110 pm grain size and a strong texture, with the basal planes lying close to the rolling plane.
The final sample dimensions were 18 mm in width x 35 mm in height x 6 mm thick. TEM of
the STA Ti-8.6AI alloys containing 500, 1000, and 2000 ppm oxygen showed that aging for a
constant temperature and time resulted in differences in t2 precipitation in the three alloys.
Dark-field TEM images obtained from (1101). reflection in a [11201a zone axis for two
oxygen content alloys are shown in Figure 1. The 42 is observed to have nucleated uniformly
in the matrix, with the size and volume fraction of the o,2 precipitates increasing with increasing
oxygen. Based on dark-field TEM images of the aged Ti-8.6AI alloys, as in Figure 1, it is
qualitatively observed that the volume fraction and size of the ot2 in the 1000 and 2000 ppm
oxygen alloys are similar and display a significantly higher size and volume fraction of t.2 than
in the 500 ppm alloy. &-ray diffraction measurements of the bulk Ti-8.6AI samples'
integrated (101 1), and (10 11)a peak intensities similarly supported this observation.

Fig. 1: TEM dark-field images showing the effect of oxygen content increasing the size and
volume fraction of a2 in Ti-8.6AI. (a) 500 ppm oxygen and (b) 2000 ppm oxygen.
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Neutron powder diffraction data were obtained at 305K on the High Intensity Powder
Diffractometer (HIPD) at the Manuel Lujan, Jr., Neutron Scattering Center (LANSCE) at Los
Alamos National Laboratory. Diffraction data were obtained with the rolling plane of the Ti-
8.6AI samples normal to the incident beam ( beam size = 12mm x 25mm), so that most of the
incident flux could be used. This choice of geometry was the best that could be made given the
morphology of the samples, as it allowed very reproducible positioning of the samples,
consistent with the precision inherent in time-of-flight diffraction ( 0.3% for HIPD). Data from
the ± 1530 and ± 90P detector banks were co-refined via Rietveld analyses using the
Generalized Structure Analysis System (GSAS) developed by Larson and Von Dreele[ 12].
Unfortunately, it was impossible to make an exact refinement of the preferred orientation, since
the assumption presently made in GSAS is that the (single) preferred orientation axis is normal
to the diffraction plane. However, it was found that the use of the existing preferred
orientation correction (even though improperly formulated for our experiment) allowed a great
improvement of the refinements, and this correction was used on an empirical basis. In
principle, and as verified by refinement of synthetic data, the failure to use a completely
accurate preferred orientation correction can result in slight errors in the refined lattice constants.
However, the texture of all the samples and their orientation with respect to the diffractometer
were held constant throughout these experiments, so that the trends reported here are expected
to be valid.

Results and Discussion

The lattice parameter "a" and "c" data for Ti-8.6A1 as a function of oxygen content and heat
treatment condition are shown in Figures 2 and 3, respectively. The "a" lattice parameter of the
ST / Ti-8.6AI material is seen to be relatively insensitive to oxygen, exhibiting a small negative
dependence with in the experimental scatter, while the "c" lattice parameter increases with
increasing oxygen content.
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2.9185 C dii 2.9185

C 2.9180 2.9180
z

2.9175 2.9175
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Figure 2: The effect of oxygen content on the "a" lattice parameter of Ti-8.6AI.

The lattice parameter trends in the ST/Ti-8.6A! alloys as a function of oxygen content are seen
to be consistent with the previous results of Clark[131 on the influence of oxygen or nitrogen
additions on the lattice parameters of high-purity titanium. In the pure Ti case, the addition of
oxygen to titanium was observed to expand the lattice in the "c" direction much more than it.
the "a" direction[13]. The ST / Ti-8.6AI, 500 ppm oxygen alloy displays lattice parameters
consistent with the reduced "a" and "c" parameters due to the predominant influence of
aluminum alloying.

The "c/a" ratio of the Ti-8.6AI alloy as a function of oxygen content as shown in Figure 4.
As expected, the ST condition "c/a" data reflects the marked "c" lattice parameter dependency
on oxygen. The significant influence of aluminum content on the lattice parameters of titanium
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Figure 3: The effect of oxygen content on the "c" lattice parameter of Ti-8.6 Al.
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Figure 4: The effect of oxygen content and heat-treatment on the "c/a" ratio of Ti-8.6AI.

are additionally reflected in the differences of the "c/a" of the zero oxygen extrapolated Ti-8.6A]
value compared to the "c/a" of pure Ti of 1.587. Extrapolation of the ST / Ti-8.6A] condition
"c/a" ratio to zero oxygen content gives a "c/a" of -1.5988 which is comparable to the "c/a"
value for the binary Ti-I5at.% Al alloy value ( alloy actually containing 150 ppm oxygen) of

1.594 studied by Clark et.al.[ 14].
Upon aging the Ti-8.6AI alloys to precipitate x2 , the "c" lattice parameter still exhibits a

positive dependence on oxygen content with aging and a slight "c" parameter increase
compared to the solution-treated material. The "a" lattice parameter of the STA / Ti-8.6AI
alloys however show decreased "a" values compared to the ST-alloys and a decrease in the
aged "a" parameter value between the 500 ppm and the higher oxygen content alloys. The
volume fraction of a2 in the Ti-8.6AI alloys as a function of oxygen content was also estimated
from the neutron diffraction data to be: 500ppm alloy contains 11 ±3 vol.% aL2 , 1000 ppm
alloy contains 32 ±8 vol.% oL2 , and the 2000ppm alloy contains 36 ±4 vol.% a These
volume fraction values are consistent with our TEM observations showing the overal effect of
oxygen content on a 2 formation in this alloy and the similarity between the 1000 and 2000
ppm alloy volume fractions.

To understand the lattice parameter data of the aged Ti-8.6AI alloys as a function of oxygen
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content, in particular the "a" lattice parameter, we must consider the literature concerning the
precipitation of (x2 in alpha alloys, the % volume fraction data in the Ti-8.6 Al alloys, and the
TEM observations. Given the lattice parameters of pure Ti ( "a" = 2.9511, "c" = 4.6843) and
c2 ("a" = 5.782, "c" = 4.629) it appears that the promotion of ac2 in Ti-8.6AI with increasing
oxygen is consistent with several of the measured changes in the lattice parameter of the Cc-Ti-
8.6A1 alloys. In the aged Ti-8.6AI alloys the "c" parameter increases slightly over the ST-
condition, independent of oxygen content, which is consistent with the fact that the matrix will
see a decreasing aluminum content in the matrix upon precipitation of the o,2. Based on the
potent aluminum lattice parameter effect, the only slight increase in the "c" lattice parameter
with aging appears is somewhat surprising considering significant the decrease in the matrix
aluminum concentration, particularly in the high oxygen alloys where -30 wt.% C2
precipitates[14]. The very slight change in the "c" lattice parameter with aging is however
consistent with the fact that the "c" lattice spacing in the ca and 2 are very close, as noted by
Clark et.al.[141. Consideration of the small aluminum effect upon aging must however also
considered if oxygen may directly affect the "c" values. Unfortunately, no data exists to our
knowledge concerning the combined effects of aluminum and oxygen on the lattice parameters
of titanium. It has been speculated that the large octahedral holes in the ct2 may have a
sizable effect on the solubility of interstitials in a2110]. If the ct2 preferentially absorbs
oxygen upon precipitation, only slight increases in the "c" parameter may be expected. While
decreasing aluminum levels during cc2 precipitation will favor increasing the "c" lattice
parameter, decreasing the matrix oxygen content, due to the preferential OL2 uptake, will favor
decreasing the "c" values. This interpretation suggests a strong synergistic effect between the
oxygen and the aluminum on the titanium lattice parameters.

The decrease in the "a" lattice parameter in Ti-8.6 Al with aging is inconsistent with the
arguments applied to the aged "c" values, in particular the effect of aluminum. Aluminum
removal from the matrix, with c2 precipitation, should be expected to result in an increase in
the "a" values, based on the Ti-Al lattice data[14], which is directly opposite to that observed.
The lattice parameter data of Clark et.al.[141 however noted that the lattice parameter values
between 12 and 25 at.% Al exhibited a number of interesting features. In this composition
range the lattice parameters, in particular the "a", were no longer independent of aging and
quenching temperatures. X-ray diffraction line broadening effects in a Ti-14.8 at.% Al alloy
suggest strong evidence for a considerable degree of short-range order in a slow quench prior
to definitive identification of the presence of ce2114]. Further, the Clark data found a split in
the "a" parameter data at aluminum concentrations above -12 at.% aluminum which was
prescribed to differences in the disordered and ordered alloys[ 141. The "a" lattice parameter
data in the current study on Ti-8.6 Al alloys supports differences in the "a" values between the
ST and aged conditions; the magnitude of this change paralleling the volume fraction of ac2
measured and observed in the TEM.

Based on the strong link between a2 precipitation and the oxygen content [2,6,9,11], the
differences in the "a" lattice parameters in the aged Ti-8.6 Al alloys are thought to indicate
movement of the oxygen between the titanium lattice and the 2 and also suggest an enhanced
influence of oxygen on the "a" lattice parameter of titanium in Ti-Al alloys. The presence of
substitutional aluminum additions to titanium are known to cause a localized distortion of the
octahedral sites which destroys the isotropic nature of the available sites for oxygen[151. This
fact may lead to an enhanced affect of oxygen on the lattice spacings in Ti-Al alloys, compared
to elemental titanium. Upon aging to precipitkie a2 this condition will be altered and will then
place different constraints on the oxygen. Further experiments on lower aluminum content
alloys, in which a2 will not form, are clearly necessary to determine the independent effect of
oxygen content on the "a" lattice parameter of Ti. It is interesting to note however that the
pronounced effect of oxygen on the precipitation of OL2 strongly suggests that more than a
simple uptake of oxygen into the o2 is occurring. The marked link between oxygen content
and a2 formation in aluminum containing Ti-alloys may in fact suggest either: 1) preferential
oxygen clustering near the a2 to reduce the lattice mismatch jump between the o(a=5.782)and
the cc( a=2.951 1) or 2) direct chemical interaction between the oxygen and the %, perhaps in
the form of a Ti3AIO1 . Since interstitial oxygen is known to expand the titanium lattice 0.13
cubic angstroms per atomic % oxygen, the expansion of the unit cell is significant and therefore
a lattice mismatch argument may be a plausible explanation. This interpretation and
particularly the chemical interaction postulate poses the question of whether a2 precipitation
would occur at all in a titanium-aluminum alloy with extremely low oxygen content. A
thorough investigation of the TiAIO system will be required to decide these questions.
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Conclusions

Based on a study of the influence of oxygen content on the lattice parameters of Ti-8.6AI in
a solution-treated and aged heat-treatment condition, the following conclusions can be drawn:

1) Increasing oxygen content increases the "c" lattice parameters of Ti-8.6AI alloys while not
significantly altering the "a" lattice values.

2) The lattice parameters of Ti-8.6AI, in particular the "a" values, are different between the ST
and aged conditions due to the effects of CL2 precipitation on the matrix aluminum
concentration, and the possible relocation of oxygen in the titanium and a2 lattice.
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ABSTRACT

Phase separation of quenched supersaturated Ni-(9.5-12.O)at.Z Ti single
crystals was followed by smell-angle neutron scattering during in-beam aging
at 773. 813 and 853 K. With the incident beam along -110), scattering maxima
in '100) directions were observed from the earliest stages of decomposition.
While the results obtained at 773 K may be compatible with the general fea-
tures of spinodal decomposition, a two-phase model with homogeneous precipi-
tation in a depleted matrix is more appropriate at 813 and 853 K. Though scal-
ing may be shown to hold, the aging kinetics is considerably slower than expec-
ted, which is related to a stabilizing effect of elastic coherency stresses.

INTRODUCTION

During the decomposition of supersaturated alloys obtained by quenching
from a homogeneous equilibrium state at some higher temperature, metastable
states may be reached before a finally stable state, depending on the kine-
tics of competing processes. In nickel-rich supersaturated Ni-Ti alloys aged
at intermediate temperatures, the metastable, coherent %'-phase (Lij struc-
ture) appears first, while the final decomposition product is the Itcoherent
hexagonal ri-phase (DO24 structure) [1].

The formation of g' is accotpanied by order, and conflicting observa-
tions have been reported on the sequence of ordering and decomposition (see
[2] for a stmary). A combination of wide-angle and small-angle scattering
techniques using the same samples, shows that both, ordering and local com-
positional changes occur from the beginning of the aging treatment [2]. De-
tails of the mechanisms involved and of the influence of supersaturation/
undercooling, quench-rate, lattice strains etc., however, remain to be in-
vestigated. During later stages of -o'-precipitation, coherency strains are
known to Influence the morphology and spatial correlations of the precipi-
tates, as shown, e.g., by Ardell [3] using transmission electron microscopy.
Precipitates exceeding a size of - 6 n are cuboidally shaped and align pre-
ferentially along <100,.

Small-angle neutron scattering (SANS) Is a very sensitive tool for the
study of small-scale inhomogeneities (see, e.g. [4]). As the SANS intensity
depends on the square of the difference in scattering lengths b of the two
components of a decomposing binary alloy, Ni-Ti is ideally suitid, because
b - 10.3 fm and bTt - -3.30 fm [51 provide for a large scattering con-
tM~st. Thus, earliet stages of decomposition may be studied, and, within a
reasonable concentration and temperature range, in-beam decomposition stud-
ies become possible. In the following, SANS results on several crystals
decomposing in-beam are presented and Interpreted.

SAMPLES

Starting from 4-9 Ni and 3-9 Ti, an alloy was prepared by induction-
melting NI In high vacuum and adding Ti. Cylindrical rods of Ni-12 at.J Ti
were then cast in a nickel-plated copper mould. Single crystals about 6 cm
long and 10 am in diameter were grown from these rods by the Bridgmen tech-
nique In a soft MgO crucible. The Ti concentration was determined from
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chemical and x-ray fluorescence analyses and was found to be between 9.5 and
12.0 at.% in or near the sections of the crystals used for experiments, with
gradients of - 0.5 at.Z/cm along the rod axis. Samples for SANS were slices
about 2.5 =a thick, cut by spark erosion, with (110) faces. After solution
treatment at 1373 K in purified Ar, the samples were quenched In water. SANS
was used to check the homogeneity of the sample and those displaying no
measurable sign of decomposition were selected for further study.

SANS MEASUREMENTS AND EVALUATION

Quenched single crystals were mounted in a vacuum furnace designed to
fit the Dll instrument at the ILL Grenoble. In-beam decomposition was stud-
ied for about 20 h at 773 K and 813 K and for 10 h at 853 K. The incident
neutron wavelengths A were 0.6 and 0.66 nm, selected with a helical-slit se-
lector with AW/A a 10%. Multiple Bragg scattering was thus avoided. The dis-
tance from sample to detector was 1.7 m. corresponding to a maximum observ-
able modulus of the scatt ring vector of Q(- 4nsine/A with e - half the
scattering angle) w 2 nm- .

The measuring temperatures were reached within 10 min starting from
room temperature and were kept constant during the SANS measurements. The
scattering patterns with the twodimensional position-sensitive detectors
(64 am x 64 cm, pixel size 1 cm ) were stored initially for intervals of 2
min and progressively longer intervals later. As soon as a SANS signal ex-
ceeding the flat incoherent scattering became visible (after a few minutes).
a strong dependence of this coherent scattering intensity on the direction
of a was also evident (see Fig.1 for an early stage).

Measured intensities were corrected for background, and absolute macro-
scopic differential scattering cross-sections were calculated using the in-
coherent scattering of a vanadium single crystal for calibration. "Anisotro-
pic" cross-sections along <100> and (ll0> were obtained by averaging Inten-
sities per detector element for given Q intervals (AO a 0.05 nm ) over
sectors including cells within t 150 around these directions. An "isotropic"
average for rings of constant Q was also determined. Fig.2 shows the results
for an experiment at 813 K. For comparison with some current theories on the
evolution of decomposing systems, and for the integrated SANS intensity, av-
erage scattering curves for all crystal orientations are appropriate. De-
tailed analysis (see [61) and experimental tests (sample rotation) show that
the "isotropic" average in the (110) plane deviates only little (a few per-
cent) from a hypothetical polycrystalline average. An important quantity in
the two-phase model is the Integrated SANS intensity & given by
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Figure 2. Coherent SAS cross-sections for a Ni-10.5 at.% Ti
single crystal aged at 813 K.
(a) "isotropic" average, (b) <100>. (c) c1l0>.
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where the integration includes the whole reciprocal space. The orientation-
ally averaged data were used to test the validity of the Pored law

1(q) - AQ-4+B (2)

with AB constants, which holds for large enough values of Q (QR z 2.5 4where4
R is the radius of the scattering object). Fig.3 shows a Pored plot (IQ vs. Q )
for the aging of Ni-10.5 at.% Ti at 813 K (cf. Fig.2). The Porod law is well
followed within the accessible Q range after six hours. After the constant
A has been determined (eq.2), 4 may be fully calculated.

A reduced scattering (- "structure") function S(Q,t) may be obtained
by dividing the orientationally averaged curves I(Q) by the integrated in-
tensity. This function is analyzed for scaling which is said to hold it

S(Q.t) - L3(t) F(x) (3)
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with a time-independent "scaling function" F(x), x - QL(t), and a time-depen-

dent characteristic length scale of the system, L(t). For L(t), the reciprocalof the first moment of S(Q,t), given by M, -fQS(Q~t)dQ/fS(Q~t)dQ, may be used,

but the reciprocal of the position of th6 scattering maximum, QM, 2r theradius of gyration, Rf,' obtained from Guinter's law. ln(I/I) --R 0.2 /3 are
also used (see, e.g .,[7). [81 for reviews). In this study, 911 thrie

possibilities have been used and compared.

RESULTS AND DISCUSSION

The most striking feature of the scattering is its anisotropy (cf.Fig.2)
which would, of course, not be visible for polycrystalline samples. A pre-
ferred alignment of decomposition products along c100> is expected if elas-
tic coherency stresses intervene [9]. The SANS maxima are most pronounced
along 400>, but the Q value of the maximum intensity is (within the exper-
imental resolution and with some deviation at 773 K) independent of orienta-
tion, facilitating the "isotropic" averaging. Fig.4 shows the averaged maxi-
mum Intensity I as a function of aging time for the three different temper-
atures. It Is Jvious that no simple power law I - t is followed, but may
be approached at 813 and 853 K..The asymptotic eponent is 0.55-0.6, out not
equal to one, as expected for Ostwald ripening. The time dependence of the a
position of the maximum, QM, may also be tested for a power law, QM,-cta.
The peak position does not change with time at 773 K during about 20 h. At
813 K, a' is very small (0.08±0.05), while at 853 K, a' - 0.23±0.04 isfound.
Scaling was tested for all aging sequences, using the three differently do-
fied characteristic lengths (Fig.5). The scattering curves coincide best if
MN is used as scaling length. While the deviations for R may be attributed
9 the very approximate character of this quantity (as siJe and distance
distributions interfere in the scttteringrange where R is determined), the
lack of correspondence between Qu and M indicates thit some caution is
necessary before any type of "unYversalily" may be evoked. Nevertheless,
F(x) is very similar at 853 K, whereas at 773 K, its shape Is clearly dif-
ferent, Indicating another mechanism.

An analysis of the SANS results at 773 K follows the general trends of
the non-linear spinodal theory of Langer et al. [10]. For aging at 813 K and
853 K, the integrated intensity tends to reach a plateau after several hours
(Fig.6). Although the absolute errors are large (involving uncertainties from
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calibrtion and extrapolation), at least the behavior at 853 K suggests that
the coarsening regime Is reached and that the matrix is fully depleted for
this (mtastable) precipitation process. Recent theretical studies [11,12]
indicate that strong coherency stresses due to the lattice mismatch between
matrix and particle (> 0.1 Z/per Z Ti) may reduce the exponents a and a'. as
was found here. If the two-phase model is used, & may be written as

l (2.)3fv(1-f v)(o)2 (4)
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where A is the difference in scattering length density between particle and
matrix and f is the volume fraction of precipitates. Using c - 8.6 at.Z Ti
for the matrYx at 853 K [13]. one obtains c - (16±3) at.% Timfor the preci-
pitates. This value is much lower than expe~ted for the ordered 5'-phase
(25%), which may again be caused by coherency stresses [14]. The possibility
of a transitional ordered phase has already been proposed by Ben Israel and
Fine [15] and others [16,17]. but opposing views have also been advanced
(see, e.g.. a recent atom-probe field-ion microscopy study on Ni-12 at.Z Ti
aged at 823 K [18]). More elaborate small- and large-angle scattering ex-
periments on single crystals, combined with high-resolution electron micros-
copy, are planned to further investigate this point.
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ABSTRACT

Small angle neutron scattering (SANS) measurements have been
made on deformed polycrystal palladium samples with and without
deuterium dissolved in the solution phase (a) at room temperature.
Concentrations were held constant during SANS experiments by an
equilibrium gas pressure cell. The difference scattering cross
section for the same sample with and without deuterium loading has
a I/Q behavior (Q=41t/Xsin/2) at intermediate values of Q. At very
low values of Q the dependence is much stronger than I/Q. The I/Q
behavior is attributed to deuterium trapping close to long
dislocation cores forming rod-like scattering structures.

Introduction

Small angle neutron scattering (SANS) from edge dislocations
in detormed metals has been the subject of several studies since
the early work of Atkinson and Hirsch1 in 1958. Their model cross
section varies as Q-3 (where Q=4/k sinO/2 and 8 is the scattering
angle) and this has apparently been confirmed by several
authors2 -5 for Cu and Al, both single and polycrystal. A natural
exteision is to look for the spatial correlation between deuterium
impurities and these dislocations, Success depends on detecting
the weak cross sections expected. We report here an attempt tc
observe this correlation in deformed Pd polycrystals.

Hydrogen can be diffused into metal hosts easily if the
enthalpy of solution is negative. Particular attention has been
given to Pd because hydrogen can be readily accepted i,, dilute
solution near room temperature without significant dislocation
recovery. It has been shown by Flanagan and coworkers,6-8 and by
Kirchheim,9 that the hydrogen solubility of an undeformed sample
of Pd follows the equilibrium law of SievertI 0 but after
deformation the same sample shows an enhanced solubility depending
on the degree of cold work. There is apparent agreement that this
enhancement is due to the attraction to induced dislocations and
not to other possible defects, including grain boundaries.7  The
solubility enhancement factor is typically 1.25 to 1.50 for
dilute solutions. Hence, for a SANS experiment with deuterium
loaded Pd samples, we expect a Pd lattice in which 20% to 33% of
the deuterium atoms are correlated with dislocations and 80% to
67% are distributed at random octahedral sites in the bulk of the
lattice. Only the correlated fraction would be visible in a
coherent scattering experiment.

Experimen
We have prepared and examined many polycrystal Pd wafers for

solubility. As-grown 99.95% pure ingots i are cut into wafers,
cold rolled to 60% cw, then annealed in flowing argon at 10000 C

Mat. Rev Soc. Symp. Proc. Vol. 166.11990 Materials Research Society
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for 10 hours. This produces dislocation free wafers with a
reasonably controlled grain size of about 100g. Separate wafers
are then deformed by one of two methods: cross rolled at room
temperature to approximately 70% cw (samples cw I and cw 2); or
given a hydride-dehydride cycle in a vacuum/gas manifold (samples
(WUIA)l and (OL/5I/C)2) . The (a/p/A) samples are subjected to total
deuterium pressures of 200-300 torr over a period of 48-72 hours
at room temperature. This procedure results in complete hydriding
of the samples (H/Pd=0.6). The deuterium is removed by heating to
1000 C in vacuum for 12 hours. The measured deuterium solubility
enhancement factor for a typical (a/P/a) sample is 1.50, in
agreement with Lynch t. a 8 , and is attributed to dislocations
created in the hydride-dehydride cycle. Both cw and (a/pk/)
samples are then cut into sample discs 1.0 cm in diameter x 0.135
cm thick. After surface polishing and cleaning, a stack of three
wafers are reintroduced to the m-nifold, and heated to 1800C for 1
hour in a vacuum of 10-6 torr. After cooling down to room
temperature the manifold is isolated from the pumps and deuterium
gas, at a pressure of approximately 17 torr, is introduced into
the manifold. The dissolved deuterium atom density is monitored
by the pressure fall-off of an absolute capacitance manometer
pressure gauge. Typical bulk deuterium densities are 5500 ppm.

When equilibrium is reached, the wafer stack is quickly
transferred to an evacuated gas .cell, backfilled with the
equilibrium deuterium pressure and one atmosphere of nitrogen.
The gas cell is valved off and transferred to the SANS
spectrometer sample stage. The cell windows are single crystal
silicon 0.32 cm thick and the empty cell showed a transmission
greater than 98% at 5.0A. SANS measurements were made on the
small angle diffractometer (SAD) at the Argonne National
Laboratory time of flight source, IPNS. Because of strong
multiple Bragg scattering only data from wavelengths greater than
4.5A could be used. Deformed sample runs took approximately 10
hours. When finished, the wafer stack is reinserted in the vacuum
manifold, brought to a temperature of 140 0C and pumped free of
deuterium for 1-2 hours. The stack is then reinserted in the gas
cell and a second 10 hour SANS run made. Additional runs are made
to obtain sample transmission, empty gas cell background, dark
current background, and an absolute calibration from a standard
polystyrene wafer. Finally, an undeformed Pd polycrystal was also
measured. The net macroscopic scattering cross section is
defined here as the difference in scattered intensities for the
same deformed sample, with and without deuterium loading. This
difference removes unwanted contributions such as incoherent
scattering and scattering events not produced by the presence of
the deuterium.

Results and Discussion

Figure 1 gives the macroscopic scattering per steradian from
the (aP/t)1 sample, with and without deuterium, plotted on a
ln-ln scale to include the full Q span measured, which ranged from
O.O06k -' to 0,090A-1 . Its thi'_kness was 0.356 cm, which, for 5.OA
neutrons, gave a transmission of 0.653 with deuterium loading and
0.660 without deuterium loading (the difference is well within
statistical uncertainty and not considered significant). The
difference scattering for this (a//) sample is replotted in
Figure 2, together with a linear least square slope fit. As can
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be seen, the statistics from point to point are only fair, and the
net difference becomes difficult to define at lowest Q. We defer
comment on this Q region until later. What is clear is a trend at
higher Q: The intensity varies as Q-1.

Figure 3 shows the equivalent difference scattering result for
the cw 1 sample. The degree of cold-work was 10%, and the stack
thickness and transmissions are similar to the (cL/D/Ic) values. The
solubility enhancement factor was 1.24. The statistics are
marginal, making the high Q region slope fit less certain. The
poorer statistics here are due to the lower enhancement factor, as
we will see below. Nevertheless, the difference scattering shows
the same Q-1 intensity variation as that for the (a/51/) sample.
Note that in all figures the macroscopic differential scattering
cross section is given in absolute units.

Based on the Q-1 scattering behavior in both Figures 2 and 3,
we are observing the Fourier transform peculiar to a random,
non-interacting array of rod-like scattering structures. If we
further assume these rods are lines of deuterium atoms lying close
to the cores of dislocations, the macroscopic cross section for
such a system can be calculated. It is given by the simple
relation

22
d b N2
d; Diff = QPa dI

where No is the density for the total enhanced fraction of the
dissolved deuterium, Pd is the volume average dislocation density,
in cm/cm 3 , and b is the bound atom coherent neutron scattering
length for the deuteron. The cross section is a strong function
of ND. Using the measured cross sections from Figures 2 and 3,
the measured enhanced fraction of deuterons dissolved, and known
b, we can determine the dislocation density Pd. We can also
determine the number of deuterons, per Pd atom, trapped near a
dislocation core by assuming a core radius. The ratio of trapped
deuterons per Pd atom we call ND/Npa" Values are given in Table I
for the (WOI/L) and cw samples. These are evaluated at a Q value
of 0.03A -1, and for a core radius of two Burgers vectors. b is
0.667.10-12 cm, and the Burgers vector length, B, is 2.15k.

TABLE I

Dislocation Densities and Core-Trapped
Deuterium Densities from Equation (1)

sample dX/dQ) Nn Pd ND/NPd
ID (cm-1 ) (cm_ 3 ) (.1011 cm/cm 3) (2B)

(]CWi/)l 0.0244 1.86.1020 6.6 ± 0.7 0.4

(ca/po)2 0.0138 1.13.1020 4.3 ± 0.7 0.4

cw 1 0.0103 0.93"1020 3.9 ± 0.9 0.4

cw 2 0.0064 1.07.1020 8.3 ± 2.7 0.2
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The limits of large Q over which we can evaluate equation (1)
are 0.015A -1 to 0.08A -1. It is of some interest that within
experimental error Pd is the same for both sample types although
the scattering cross sections differ by almost a factor of 4, and
the dislocation networks are quite different. Preliminary TEM
investigations show a high degree of dislocation cellularization
in the cw samples, but an approximately uniform spacing of
dislocations in the (c/p/a) samples. The trapped deuteron
densities seem to be independent of this variation in dislocation
cell structure.

These values for Pd, where the errors are derived from the
uncertainty of a best-fit line slope, are very reasonable. The
(Wa/ct)samples deserve special attention. During the preparation of
( /p/a)2 only 66% of the bulk was converted to hydride and back
again. Since dislocations are created in the (Wf3/c) samples as the
phase boundary propagates through the lattice, we expect the
dislocation density in (cE/P/X)2 to be roughly 66% of (0E4/Ct)l, which
was completely cycled. Table I shows this is the case. These
dislocation densities may be compared to the volume average
magnitude 5.0.1011 cm/cm3 estimated by Lynch

8 and 2.0-1012 cm/cm
3

postulated by Wise 12 for hydrided-dehydrided Pd polycrystals. It
must be emphasized that Q-1 scattering behavior is peculiar to line
or thin rod composition fluctuations; it cannot be invoked for
surface or grain boundary layers, vacancy clusters, voids, etc.
Finally, it is to be noted that the average Pd density
discontinuity itself at the dislocation core is small enough to be
an insignificant contribution.

Net scattering was also observed at low Q, between 0.006A-1
and 0.015A-1, with a Q dependence of Q-3 to Q-4. The statistical
uncertainties are too large to justify any interpretation of these
results. If a significant fraction of the deuterium is
distributed according to the long range stress field of edge
dislocations we would expect to see the scattering cross section
vary as Q-3 at low Q.

An observation, repeated numerous times for both single
crystal and polycrystal Pd (without deuterium loading), is the low
Q intensity from undeformed samples is actually larger than the
intensity from the deformed samples. That is, dislocation
scattering alone has not yet been observed by us for Pd, as it has
been for Cu single crystal as well as polycrystal samples by
others2 ,3 . As yet we do not have a definitive explanation.

Conclusions

1.) Both target types show a net Q-1 dependence over a large
O range, which can only be attributed to the trapping of deuterium
in a rod-like structure close to long dislocation core lines. The
data are only sufficient to place an upper bound of 30-40A on the
radial dimension of these rods, although the deuterium may be
trapped much tighter to the dislocation cores.

2.) Our assumption that all of the enhanced fraction of
dissolved deuterium is trapped in this rod geometry gives
dislocation densities from equation (1) of very realistic
magnitudes. If instead a significant fraction is distributed
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according to the long range stress field underlying Atkinson's Q-3

cross section, Pd from equation (1) will drop.

3.) A net deuterium scattering contribution is observed in
the lowest Q regime that could fulfill a Q-3 law, but the present
data are not adequate to quantify this component. A Q-3 component
could be evidence of Cottrell cloud type deuterium correlations.
A distance scale of 100A, found by Guinier analysis of SANS data
from deuterium-loaded deformed Pd, has been reported by Kirchheim&i1 3.

4.) Dislocation scattering alone has not been observed by us
in Pd single crystals or polycrystals. Both deformed and
undeformed samples show a suspiciously similar Q dependence, and
this data is not of pure Q-3 slope.

"Work supported by the U.S. Department of Energy, BES-Materials
Sciences, under contract W-31-109-ENG-38."
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RESIDUAL STRESS ANALYSIS WITH NEUTRONS

Aaron D. Krawitz, Dept. of Mechanical and Aerospace Engineering, University of
Missouri, Columbia, MO 65211

ABSTRACT

The use of neutrons for the measurement of stress is complementary to and
extends traditional x-ray diffraction methods to new types of problems. This is due to
the lower absorption of neutrons compared to x-rays by most engineering materials,
which increases the sampling depth from microns to millimeters. It is particularly
suitable for triaxial macrostress gradients through the depth of engineering
components and volumetric microstresses in composites. In addition, applied stress
studies may also be performed. This paper briefly describes the nature of residual
stresses, the use of diffraction for stress measurements, experimental aspects of the
use of neutrons, and illustrative applications.

INTRODUCTION

Residual stresses in solids are stresses present in the absence of an external force.
Such stresses are common and originate from three basic physical sources, all of
which are differential in character: plastic flow, thermal contraction, and volume
change. Differential plastic flow occurs in the near-surface region due to the
machining of a part. Differential thermal contraction arises during the non-uniform
cooling of a large part, in the heat-affected zone of a weldment, and between two
phases with different thermal expansion coefficients cooled from an elevated
temperature. Differential volume change is a common result of solid state
precipitation. Residual stress states are subject to an internal force balance over the
volume of the part.

Residual stress states are of two types: macro- and microstress [1].
Macrostresses are long-range relative to the scale of the microstructure, i.e. they are
on the scale of the sample. Common sources are machining, heat treatment, and
welds. Macrostresses are the most commonly studied as they can affect the service
performance of a component. For example, a machined or ground surface is often

GROUND LAYER I tension placed in compression due to
the frictional drag of the
operation. A thin surface layer

_oDRLIN MTnIA is plastically extended, then
UNDERLYING MATERIAL . O thrown into compression by

esion the undeformed material
beneath. Thus a stress

gradient is created through the
depth which is strongly

compressive in the near-surface region and is counter-balanced by a weak tensile
stress below, as indicated in the insert. Such a stress state can dramatically prolong
the fatigue life of a part in service. Fatigue, the application of cyclic stress or load,
usually leads to failure through the growth of surface flaws under the action of
repeated tensile stress. If a compressive residual stress is present at the surface, it
acts to vectorially reduce the applied stress, creating a net stress of lower magnitude.
Indeed, critical regions of parts subject to fatigue loading are deliberately treated to
create compressive residual stresses.

Mat. l.es Soc. Symp. Proc. Vol. I11. 110 MrtM,, Research Society
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Residual microstresses are short-range relative to the scale of the sample, i.e.
are on the scale of the microstructure. They tend to occur in multiphase alloys and
composites due to differences in thermal expansion coefficients between phases.

+ C For example, an aluminum alloy matrix composite containing
+ = C= SIC fibers for reinforcement is produced at elevated

C'" + Itemperature and cooled. The Al alloy matrix has a much
+ *  + l=-- greater coefficient of thermal expansion and thus shrinks
+ + - more relative to the refractory SIC phase. This results in

=+ = + compressive stresses in the SiC fibers and tensile stressesin the Al alloy matrix, as indicated in the insert. Another
possible source of microstresses is plastic anisotropy. Cold-

worked zirconium alloys are hexagonal close-packed and are therefore plastically
anisotropc. Some grains will readily yield while others do not, creating a range of
tensile and compressive stresses that vary from grain to grain. icrostress states are
inherently volumetric in nature.

The principal virtue of neutrons for stress measurements is their greater
penetration relative to x-rays in most engineering materials (2]. This may be seen
through a comparison of values of the depth below the surface from which 50% of
the diffracted beam originates for neutrons vs. x-rays [31; see Table I. It is clear that
neutrons penetrate on the order of millimeters compared to microns for x-rays.

TaL'e I. Unear absorption coefficients (pi) and depths from which 50% of the
diffracted beam originates (Go) for 1.3 A neutrons and Cu K. x-rays at a
diffraction angle 2e - 900.

Neutrons X- ys
Elements L (crn"1)  G5o% (mm) I. (cm"1) GWo. (Lm)

Al 0.10 24.5 131 19

T1 0.45 5.4 938 2.6
Fe 1.12 2. 2424 1.0
Ni 1.86 1.3 407 6.0
W 1.05 2.3 3311 0.74

Diffraction is the principal non-destructive means of measuring residual
stresses. The basis of the use of diffraction for the measurement of residual or
applied stress may be illustrated in the following example. Suppose a steel sample
is subjected to a tensile stress a - 200 MPa. The resultant parallel elastic strain is
given by Hooke's law, r,. - a/E, and the transverse elastic strain by e. - -va/E,
where E is Young's modulus and v Is Poisson's ratio. For steel, E . 200 GPa and v =
0.28. Thus. P1. - 0.001 and e. - -0.00028. The position of a diffraction peak at 2.0
will shift with a change in d-spacing according to a(2e) a -2(Ad/d)tane, which is
obtained by differentiating Bragg's law. If a peak is at 900 2, in the unstressed steel,
it will shift by -0.1150 20 if the diffraction vector, 0, is parallel to the tensile axis and by
+0.03210 2e if it is normal to it, I.e. parallel to the transverse direction. The geometry
is shown in Fig. 1.

Two main ideas are involved. First, if a residual stress (strain) is present in a
sample, the Interplanar spacings are altered relative to the unstressed state, causing
shifts in the position of diffraction peaks. Second, a given stress state is resolved
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DIFFRACTING or INIDENT
PLANES J BEAM

0 PARALLEL TO STRESS 0 TRANSVERSE TO STRESS

Figure 1 Diffraction measurement of parallel and transverse strain in uniaxially
loaded tensile sample.

differently in different physical directions in the sample so that the peak position
generally changes with sample orientation. Because engineering materials are
polycrystalline, there will be grains oriented to diffract in any sample orientation for a
given peak. Residual stress states are measured by systematically changing the
sample orientation, observing the shifts in peak position, then converting the shifts
first to strains, then to stresses, using elasticity theory.

These ideas lead to a number of problems and studies particularly
appropriate for neutron methods: 1) The measurement of macrostress gradients in
components (4-121. 2) The measurement of microstresses in composites and
muitiphase alloys (13-17]. 3) The study of microstrain/stess distributions due to
particle shape effects (15,18]. 4) The study of applied stress problems, such as
anisotropc diffraction elastic constants and differential yield [19-21].

In the next section, a general description of the analytical treatment of triaxial
stress states is presented. This is followed by a discussion of experimental aspects
for the use of neutrons. Finally, some examples of the technique are presented.

ANALYTICAL

The following treatment is based on ref. 1. The general elastic strain state at a
point is given by:

e - 12£1 + m2 e22 +n2e33 + 21Me12 + 2mne23 + 2ni3 1  (1)

where q are normal strains, j are shear strains, and I, m, and n are direction
cosines. The coordinate systems used for the application to diffraction are shown in
Fig. 2. The Sl define the specimen system, with S1 and S2 in the surface of the
specimen. The L4 define the laboratory system such that L. is in the direction of the
normal to the diffracting planes. L2 is in the SI-S2 plane and makes an angle 4 with
S2. The angle y is between S3 and L3. For a given diffraction peak, the lattice
spacing d" is obtained from the peak position and the strain along L3 is obtained
from the formula
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- do sinev - 1 (2)do sineo#,

where the carats represent the strain averaged over the irradiated volume, do is the
unstressed lattice spacing and 90 is the diffraction angle of the unstressed planes.

I-2 Figure 2 Axial convention used in stress
measurements. S1, L, are the
sample and laboratory systems,

2 respectively, and are related by#
and W. The diffracting planes are
normal to L3.

S,

In terms of the angles # and V, the strain relation in eqn. (1) is

<eW> - [<I>cos24. + <E12>sin2$ + <e22>sin24]sin2 v +
[<ei3>coo + <23>sin ]sin2W + <z33>cos 2V (3)

If plots of <zw> vs. sin2v are linear, i.e. do not show splitting for positive and negative
V tilts, then <e,3> - <e2> = 0. The intercept for such plots at # - 0 and 900 is <e3>
and the slopes are <ell> - <e33> and <e22> - <e33>, respectively. For cylindrical
symmetry, i.e. no shift in peak position with * rotation, <tI> = <e22>.

The measured strains can also be expressed in terms of the stresses:

<e#> ,a (S 212)[<aI >coS 2* + <012>sin21 + <022>sin 2 ]sin 2V + (S2/2)<o33>cos 2 , +

$ [<0 11> + <(722> + <033>] + (S2/2)[<a3>cos + <a23>sin]sin2V (4)

where S212 is (1 +v)/E, Si is -v/E, E is Young's modulus and v is Poisson's ratio for
the diffracting planes. In general, six measurements are required to extract all the
stress components. Another approach is to define two terms:

+ = (S2/2)(1 loS2# + a12sin2* + a22sin 2 ]sin2w +

(S2/2)C33cos2* + S[oI + 022 + F33] (5a)

a2 , 2do - - (S2/2)(ol3cos* + a23sin¢ + r22sin 2€jsin2vuI (5b)
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The stresses a 1, 012, an, and am may be obtained from the slope and intercept of
a, vs. Sin 2 for # 0, 45, and 900. The stresses a13 and o2 may be obtained from the
slope of a2 vs. sinl2vl fore = 0 and 900.

In the general case of a component containing a triaxial macrostess gradient,
the analysis described above must be applied at each point from which data are
collected. Many problems can be simplified from symmetry due to sample shape or
considerations of elasticity theory, e.g heat-treated cylinders or plates. However, a
weld may be complex and even the principal stress directions may be unknown.

Microstresses in multiphase alloys or composites are measured with larger
beams, essentially as in conventional powder diffraction. For composites, the stress
state in the matrix or reinforcement will often be hydrostatic. However, for oriented
fiber composites, the stresses generally vary with direction and have principal axes
parallel and normal to the direction of fiber alignment. Finally, it is noted that systems
containing both macro- and microstresses can also be analyzed [22,23].

EXPERIMENTAL

Probe regions and measurement angle

The creation of probe regions for the profiling of subsurface residual stress
gradients is accomplished through the use of slits or apertures in the incident and
diffracted beams, as indicated in the insert. The shape of the probe region is a
function of the diffraction angle; see Fig. 3. For a plate oriented as shown, the probe
region is extended parallel to the surface for diffraction angles less than e = 450 and
in the direction of the depth for e greater than this value. The geomatry shown is for

INCIDENT BEAM = 00, i.e. in the normal powder diffraction
SLIT orientation. The dimensions of the probe region as a

function of slit width and diffraction angle are
indicated in the figure. The shape of the probe region
is most symmetric at 900 2e, so that workers try to find

4 peaks near this angle. Another reason for working in
this region is that, due to the geometrical optics of

LIT neutron spectrometers, peaks begin to substantially
PROBE R broaden at higher angles. Ninety degrees is

substantially below the diffraction angles used in x-
ray stress measurement, which are often at
about 1500 29. This is because the Bragg's law

sensitivity to changes in interplanar spacing increases with tane. For a given change
in d-spacing, the angular shift at 1500 20 is 3.7 times greater than at 90 . However,
many such measurements have been made with neutrons. Some of the loss in
sensitivity is, in effect, recovered because neutron diffraction peaks can generally be
fit with greater accuracy than for the x-ray case.

Sample ooitionina alianment. and determination of peak nositions

For depth-profiling experiments, sample positioning and alignment are best
accomplished using a table with x-y and rotational motion controls, and adjustable
sample height. Special sample fixturing Is generally required to handle parts of odd
shape. The front surface can be located with accuracy by driving the sample into
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0 < 45 450 <e < 90

W Slit width Figure 3 Probe region

S a W/sin2 geometry for ii 00
I /' L for a flat plate

sample.

L -m = W/sin0 LMIn W/cosO

Lrr =W/cose Lm= =W/sinO

the beam ir, small steps while sitting on a diffraction peak and noting when the
counts reach a maximum.

Neutron diffraction peaks are largely Gaussian in shape. Whole peaks can be
fit to high accuracy with Gaussian, pseudo-Voigt, or more sophisticated routines.
Statistical fitting accuracy should be in the range of 0.003 to 0.0060 2e, with overall
experimental reproducibility of at least ±0.01 0 2e.

The requirements for a specific experiment obviously depend on the peak
shifts obtained, which in turn depend on the magnitude of the stresses and the
elastic constants of the material. Residual stress experiments can usually be well
modelled prior to making measurements.

Spectrometer and detector considerations

To date, depth measurements of macrostress gradients have been made
using steady state sources. Doth conventional powder and triple axis spectrometers
have been employed. Triple axis instruments offer certain advantages, namely the
ability to readily select wavelengths, i.e, to move peaks of interest near to diffraction
angles of 900 2e, and to make energy scans so that sample motion is not required,
which can be useful for strongly textured or oddly shaped samples. However, such
instruments are usually not optimized for resolution.

A powder spectrometer optimized for stress measurements should have a
monochromator take-off angle in the 60 to 900 range; a soller collimator (10 to 30') in
front of the monochromator (a,); a collimator between the monochromator and
sample (30 to 50'); and, a large as possible sample-to-detector distance. This
combination provides a good balance of intensity and resolution.

Three kinds of detectors have been successfully employed. Conventional BF3
detectors with receiving slits, linear position-sensitive detectors (PSD), and, for
horizontal instruments, a vertical row of detector tubes, forming a position-sensitive
muiti-detector. Assuming that peaks of interest are 20 wide at the base and that step
scans are made in 0.10 increments, conventional detectors require 20
measurements per scan. The advantage of PSDs is that the throughput is greatly
enhanced, i.e. the whole peak is collected simultaneously. However, linear PSDs
can be somewhat unstable along the length of the tubes, introducing uncertainty in
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Figure 4. Geometry for depth probe measurements with position-sensitive

peak positions. Furthermore, much of the tube length is not used for single peak
measurements. A multi-PSD, with tubes stacked vertical to the diffraction plane,
removes the source of instability and can be designed to span only one peak. For
either PSD system, receiving slit geometry is complicated by the need to place the
diffracted beam slit close to the sample in order to properly define the probe volume;
see Fig. 4. The working parameters are related by [24]

tan(a 2) = w&2 1d - Ws/21s (6)

Steady state vs. pulsed sources

Macrostress gradient (and applied stress) measurements have been made at
steady state sources while most microstress studies have been conducted at pulsed
sources, for the following reasons. Control of beam size, sample positioning and
orientation is more readily accomplished at steady state reactors because the
sample stage is physically accessible, whereas at pulsed sources it must be placed
in an evacuated and shielded chamber. On the other hand, the excellent resolution
of pulsed sources, the ability to simultaneously collect diffraction peaks over a wide
range of d-spacing (0.5 to 5 A at IPNS), and the high diffraction angles employed (up
to 1500 2e) are great advantages for microstress studies. These differences arise
from the fact that steady state (reactor) spectrometers operate at constant wavelength
while pulsed sources are time-of-flight instruments, i.e. operate at fixed diffraction
angle (the general purpose powder diffractometer at the Argonne Intense Pulsed
Neutron Source has detector banks at 60, 90, ar'd 1500 2e [25] ) and collect a wide
range of energies (wavelengths).

Problems

Three major problems can be encountered: the need for stress-free d-
spacings, large grain sizes, and texture. Triaxial stress measurements require
accurate values of stress-free d-spacings in order to convert shifts in peak position to
strains. A number of approaches have been taken. A stress-free region of the
sample or a separate piece of stress-free material can be used as long as there are
no compositional differences. Another approach for alloys is to deduce the stress-
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free value from equilibrium requirements during data analysis. For composites, it is
often possible to use powders of the reinforcement phase. The matrix is itself an
alloy or can take some of the reinforcement in solution. If it does not, a
reinforcement-free matrix sample can be produced using the same procedure as for
the composite, leading to the same composition as in the composite. For ceramics,
this is also possible.

Large grain sizes (greater than about 50 prm) can cause inaccuracies in peak
positions, the "spottiness" observed on x-ray Debye-Scherrer films. The sample can

coarse be checked for this problem by performing
A fine rocking-curve type measurements, i.e.

•=,positioning the detector at the diffraction angle of
_the peak and making a e or o) scan with the

sample stage over a range of, say, ±100; see
insert. Model samples can sometimes be

0 or W processed to refine the grain size, however, this
is not feasible for actual material. A rotational or
translational oscillation of the sample acts to

smooth the pattern. If all else fails, a decision must be made either to live with the
errors or abandon the experiment.

Texture (preferred grain orientation) can affect measurement accuracy and the
conversion of strain to stress. The main effect is to alter the effective elastic
constants. Texture can be investigated by obtaining full pole figures or, at the least,
analyzing the relative powder pattern intensities. Ideally, diffraction elastic constants
should be measured on the same material.

ILLUSTRATIVE APPLICATIONS

Macrostress gradient through an aluminum alloy bar

A stress gradient was measured through the central cross-section in a 25.4
mm square bar of 2024-T86 aluminum alloy machined into a U-shape [4]. A
combined load through the central cross-section was generated by applying a 5.235
KN load at the ends of the legs; see Fig. 5a. The stress state was calculated and
measured for the tangential (ce) and radial (or) components. The stress was
measured through the depth using both the 311 and 333/511 diffraction peaks. Slit
widths of 1.83 and 3.86 mm for the 311 and 333/511 peaks, respectively, were
employed. The results for oe are shown in Fig. 5b. The 311 and 333/511 peaks were
at about 64 and 1120 2e, respectively; the neutron wavelength was 1.293 A.
Measurements were made on a powder diffractometer at the University of Missouri
Research Reactor (MURR). The unstressed d-spacings were obtained from the
unloaded sample in this test case.

Anisotropic microstress in a SiC/AJ compolJta

Measurements were made on a cylindrical sample (1.8 cm diameter by 4.3 cm
in height) of a 20 vol. % SiC whisker-1100 aluminum alloy matrix composite, with
whiskers aligned in the axial direction 126]. The matrix 311 peak was used and data
was collected for W- ±0, 30, 45, 60 and 900, and # - 0 and 900 using a full circle
diffractometer at MURR. Stress-free d-spacings were obtained from an unreinforced
alloy cylinder produced in the identical manner as the composite. The grain size

4-
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Figure 5 (a) Al alloy U-bar sample, (b) Calculated (solid line) and measured
tangential stress ce using 311 (solid squares) and 333/511 (open squares)
diffraction peaks.
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Figure 6 Aligned 20 vol. % SiC whisker 1100 aluminum alloy matrix composite.
(a) 0 vs. sin2yg, (b) e vs. Smn2iy.
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was rather large, as observed in rocking curves, giving rise to scatter in the reference
d-spacing, as indicated in Fig. 6a. Neither y-splitting nor a dependence on # rotation
was observed. Thus, the stress state Is free of measurable shear stresses and is
cylindrically symmetric. Fig. 6b shows strain (e) vs. sin 2y. The axial (<OW>) and
radial (<aI> - <a=>) stress values obtained were 136 and 83 MPa, respectively, in
agreement with analytical calculation and the known value of matrix yield stress
(about 150 MPa).

Microstress and stress/strain distribution in WC/Ni cemented carbide composites

Measurements were made on WC-Ni cemented carbide (particulate)
composites with low (6%) and high (26%) Ni binder content [27]. The samples were
in the form of 6x6x50 mm bars. Data were collected on the general purpose powder
diffractometer at the Argonne Intense Pulsed Neutron Source at 100, 200, 300, 500,
700, and 9000K. Identical measurements were made on stress-free WC powder.
The cell parameters of the HCP WC phase were determined and are shown in Fig. 7,
as a function of temperature. It is seen that the WC is in compression and that the
magnitude is greater for the higher binder content, i.e. the lower WC content. The
WC particles are plate-like with the thickness direction parallel to the c-axis. This
shape effect causes the strain to be greater in the a-axis direction [28].

Fig. 8 shows the stresses for both the WC and Ni. Because the Ni phase takes
W into solution during sintering it is not easy to directly determine the stresses in this

2.314 I

1 0 (a)

2.902 A
* 200 400 000 30 1000

T (*K)

2.80

2.042 GP 11

(b)
U

WC (s-aXis

L84 - I .,

0 200 400 000 000 1000
T (-K)

Figure 7 Cell parameters for (a) a-axis and (b) c-axis of WC phase in stress-free
powder and the high and low binder composites.



291

4 I "

z 000 IWC(#%)II

2000
40
40 1000
IM

0 0 0

0 200 400 400 god 1000

T (-K)

Figure 8 Residual thermal stresses in the WC and Ni phases of the
high and low binder composites.
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Figure 9 WC peak breadths (in time-of-flight units) for the composites and powder.

phase; they are calculated from the requirement of equilibrium. The stresses
approach zero as the set-up temperature (900-10000K) is approached.

These composites show striking peak breadth effects. The WC peaks
increasingly broaden, relative to the stress-free powder, as the temperature
decreases. This is shown in Fig. 9, for the WC 201 peak, in terms of time-of-flight
units. The broadening has two components. A Mj distribution is present due to
the angular shape of the particles. A Zirai distribution is present due to a range of
particle aspect ratios in the composites. Ouantitative separation of the two effects is
difficult.

CONCLUSIONS

The application of neutron diffraction to residual stress studies complements
and extends x-ray diffraction methods. The greater penetration of neutrons enables
new problems to be addressed, in particular, macrostress gradients, microstresses.
and microstress/strain distributions.
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RESIDUAL STRESS MEASUREMENTS BY MEANS OF NEUTRON DIFFRACTION

H. J. PRASK and C. S. CHOI'
Reactor Radiation Division, MSEL, National Institute of Standards and
Technology, Gaithersburg, MD 20899

ABSTRACT

Energy-dispersive neutron diffraction has been developed at the NIST
reactor as a probe of sub- and near-surface residual stresses in
technological samples. Application of the technique has been made to a
variety of metallurgical specimens which includes the determination of tri-
axial stresses as a function of depth in a number of uranium-3/4wt%Ti
samples with different thermo-mechanical histories, and in two types of
7075-T6 aluminum "ogivesm- of interest to the Army. Preliminary results
have been obtained for an induction-hardened steel shaft, a fatigue lifetime
test specimen for the SAE.

INTRODUCTION

To our knowledge, the first references to the use of neutron
diffraction to solve engineering problems was in 1979, and was in the area
of crystallographic texture characterization [1]. The first description of
the application of neutron diffraction to the measurement of residual stress
gradients for engineering problems was in 1981 [2]. Since then the field
has expanded enormously, as evidenced by the scope of contributions to this
sub-session. In the following we report on a portion of the neutron
diffraction residual stress work that has taken place at the NBSR, chosen to
illustrate the variety of applications. Some of the results have been
presented elsewhere [3].

1ETHODOLOGY

A unique advantage of neutron diffraction arises from the different
relative scattering cross-sections and penetration of neutrons relative to
x-rays. This is illustrated in Table I in which t1 l, the thickness at
which half the beam intensity is lost through scattering and absorption
processes, is listed for selected metals. The values are based on cross-
sections from standard references and the difference in wavelengths used for
neutrons(I.08A) and x-rays(I.54A) is not significant.

Table I. X-Ray/Neutron Comparison

Element(At. No.) 1,/z2zrai). tl/2 (Ne utrons )

Al (13) '0.0530 mm 71.0 mm
Ti (22) 0.0076 15.9
Fe (26) 0.0027 6.1
Cd (48) 0.0035 0.057
W (74) 0.0021 6.5
U2 38 (92) 0.0015 13.6

The tl values clearly show that neutrons in the normal diffraction
wavelength rnge are several orders-of-magnitude more penetrating than x-
rays. Also, the penetration does not decrease monotonically with atomic
number as with x-rays but is, essentially, a random function of atomic
number. It is clear from the Table that both depleted uranium and aluminum
are very good materials for neutron examination, while steel is less so.

The properties of neutrons presented the possibility of measuring sub-
surface residual stress gradients by employing tight collimation and -900

'Guest scientist from ARDEC, Picatinny Arsenal, NJ.
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scattering geometry (i.e. 'depth-
profiling") [2,3]. In our
measurements, we have made use of
the fact that Bragg-condition
resonances (at 1-2dsing/2), can also
be observed at fixed scattering
angle, 0, with varying wavelength, Z Ls
X. With the scattering angle fixed
the examined volume, AV, remains the
same throughout each scan. Also in . -,

this mode, the intensity profile -
-

distortion which occurs when part of
the AV is outside the sample may be
lessened compared to angle-
dispersive scans (4].

The instrument that we use for
energy-dispersive neutron diffrac-
tion (EDND) is a triple-axis spec-
trometer. Crystals of known d-
spacing are placed before (monochro-
mator) and after (analyzer) the
sample; the Bragg relation is then Figure 1. Coordinate system for
used to select and step the wave- cylindrical samples and measurement
length incident on the sample. In mesh for the 2.5 cm diameter by 10
principal, the analyzer crystal - cm long U-3/4Ti samples. The solid
which we step at the identical wave- circles represent the centers of the
length as the monochromator - is not 4 me X 4 m X 4 m AVs examined.
needed. However, for a given scat-
tering configuration, utilization of the analyzer significantly enhances
instrumental resolution, Instrumental details are given elsewhere f3].

The relation between stress and strain applicable to diffraction
measurements has been presented, for example, by Evenschor and Hauk (5].
With reference to Figure r1, r, 9, and z are specimen-fixed axes, and the
strain e' ls measured along 3 ; then

el -(d -do)/d, (1)

where d is the lattice spacing along t 3 and d. is the unstressed lattice
spacingt The stresses are related to the measured strains through

£ t" 4S,(hkl)[oz cosz2 sin 2t + agsin20sin2 + 2c* + a 2sin2#sin
2t

+o$cos~sin29 +oz3sin~sinl] + S 1(hkl)[o11 + o+2 J (2)

The Si(hkl) are diffraction elastic constants ("XECN) for the (hkl)
reflection which, in general, depend on the material and the reflection
examined. For an elastically isotropic solid the XEC are given by

kS(hkl)-(1+p)/E and S,(hkl)--p/E (3)

where p, E are Poisson's ratio and Young's modulus, respectively. Since the
determination of residual stress in technological samples by means of Eq. 2
depends directly on measurement of strain values, a precise value for the
unstressed d-spacing, d., is essential. Often d0 can be obtained from
powders or stress-free samples, but this is not always possible.
Alternatively, we utilize the overall equilibrium conditions required by
elasticity theory to determine do. That Is, since the body is static with
no external force applied, residual stresses normal to any plane must
balance such that in cylindrical geometry:

fozzrdrde - 0 and fa**drdz - 0 (4)
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and at any surface the stress orthogonal to that surface must vanish.
Stresses inferred from measured strains can be adjusted, by adjusting d., to
fulfill the equilibrium conditions.

RESULTS

U-O.75wt%Ti (-U-3/4TW"

Two different types of U-3/4Tt samples were studied. Starting with 3.3
cm diameter stock, all material was f-phase solutlonized at 8000C, water
quenched, and rotary straightened. Of these, two were machined to the final
2.4 cm diameter. Additional cold working was performed on two of the
samples before final machining: after turning to -2.9 cm diameter, both
were swaged in a single pass (7% R.A.); one of the two was then swaged in
three additional passes to a final 31% R.A. Both were then turned to the
final diameter. In all cases aging after quenching was 1-2 hours at 400"C
or less. For convenience, the residual stress determinations were made on
10 cm long pieces cut from the mid-point of 46 cm long rods.

One difficulty with U-3/4Ti material prepared as described above is
that it is not single-phas,. Very rapidly cooled material consists of a
single martensitic phase, a'-U, whereas slowly cooled material consists of
a-U (containing some dissolved Ti) and U2Ti. a- and e'-U are orthorhombic
and almost identical in structure (6], and 3.3 cm U-3/4Ti rods of the above
type are -88 vol% a'-U at the surface, -67% at the centerline after
quenching and aging [7]. The machined and cold-worked samples examined with
neutrons were estimated to be 85 or (for the 31% swaged sample) 87 vol% a'-U
at the surface.

Utilizing the (112) reflection we have determined d-spacings in the
midpoint r-8 plane of each sample for the measurement grid shown in Fig. 1.
Determination of stresses was made using eqns. 2-4 and isotropic elastic
constants [8], simply averaged according to composition at each point. Two
do's were determined for each sample from eqn. (4), with the effect on d of
compositional gradients taken into account. Stress distributions for the
two unswaged samples and the 7% swaged sample have been presented elsewhere
[3]. The results for the unswaged samples were in excellent quantitative
agreement with measurements made on similar samples by the Sach's boring-out
technique (references cited in (3]).

An internal check of the utilization of eqn. 4 to determine d is
possible as follows. The d0

1 s obtained from the o - and the a -balance
conditions, if the procedure is correct, should biz approximattly equal
(assuming that a at any r is essentially constant along the length of the
cylinder). In TaBle II a summary of results for four U-3/4Ti samples is
presented. The d.'s obtained for the swaged and unswaged pairs differ
because scattering angles in the two cases were not determined absolutely.
The agreement between do and d0  is excellent for each sample except the
31% swaged material. The 06's fMr each unswaged sample are also in
excellent agreement, whereas the do's of the two swaged materials are
significantly different from each other.

Table II. U-3/4T1 Summary

Ind. heat/spray 1000 1.79094A 1.79104A 297±15MPa -314±12MPa
Vac. heat/bath 1000 1.79095 1.79091 250±12 -327±14

7% RA swaged 900 1.78551 1.78551 -113±12 84±13
31% RA swaged 900 1.78676 1.78600 (-71±13) (-16±14)

The measured textures of these several samples show that both of the
swaged samples possess fiber texture ([072] fiber axis), with the (112)
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poles aligned perpendicular to the cylinder axis; the unswaged samples are
essentially untextured. The degree of orientation is -2.5 times as great in
the 31% swaged as the 7% swaged sample. Since the U-3/4Ti specimens are in
fact three-phase materials, we speculate in the following way. We assume
that microstrains have been produced in the cylinder-axis direction in
either the a- or U.Ti phases by severe plastic deformation, leading to
dodol. To correct for this we add a uniform Ad to all measured d_'s
until qns. (4) are fulfilled. Two interesting result come out of th s:
first, the d. which balances stresses in both directions is 1.78560A, in
quite good agreement with the 7% swaged sample; secondly, the Ad (-O.0022A)
is comparable to di(112)-df(112) (-O.0031A) measured for a 1ci long x lcm
diam. texture specimel taken from the center of the 31% swaged sample. Some
representative, measured residual stress values are shown in Table II; those
for the 31% swaged sample are after the empirical correction.

7075-T6iatves

In the past few years several ogive failures have occurred during
ballistic acceptance testing of the 155 mm M483A1 projectile. The ogive is
manufactured from 7075-T6 aluminum
and is pictured in Figure 2. Produc-
tion ogives are manufactured by two
different suppliers who use somewhat
different manufacturing methods.
Manufacturer B produces the ogives
by cold forging the cavity to fin-
ished dimensions, heat treating, and 19.3cm
machining the outside dimensions.
Manufacturer A produces a preform by
forging at 332°-38ZC, machines thecavity, heat treats, then finish

machines the outside dimensions.
Both suppliers use ALCOA aluminum.
In full-scale tests the primary
failure mode, exclusive to the B-
type ogive, is a circumferential FRACTURE
fracture at the first loaded thread. POINT

Several material characteriza-
tion studies, including X-ray and 0.86
hole-drilling residual stress mea-
surements with layer removal, and Figurm 2. 1483AI ogive with forward
simulation tests have been conducted end at upper left. The region of
(summarized in ref. 3). No substan- interest is under the most forward
tial material property differences, thread, as indicated.
including residual stresses, were
observed. The results of a simula-
tion study, in which ogives were sealed and a charge exploded within, showed
substantial differences in behavior. The B-ogives failed at the thread at
containment pressures substantially below that which is required to fail A-
ogives. Furthermore, these tests showed that the A-ogives failed by ductile
rupture with the crack running in the longitudinal direction.

In our work one ogive of type B and one of type A were studied by EDND.
Six 4x4x4m beam-spot positions along a diameter in the plane of the
potential failure site were used. Axial-direction equilibrium (eqn. 4) was
used to determine d1(200), assuming that the average of the Ocand 1800 data
was representative of the full circumference. The dVs arrived at to
balance a stresses were in reasonable agreement for both types of ogives.
The diffraftion elastic constants used in the stress/strain calculations
were the theoretical values of Bollenrath et al [9].

In Figure 3, final absolute residual stress values are shown for both
ogive types for 00 and 180O positions at the first thread position. In
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contrast to previous measurements,
the nondestructive EOND stress 50
determination indicates very sig-
nificant differences in the two
ogive types. In the A-type ogive it 0 -- -
is found that near the thread root Too
("OD") the a stresses are about -50
-30 MPa (compfessive) whereas the B-
type show +13 to +45 MPa (tensile)
stresses. In contrast, a and a X-1o
near the ID of the A-type 6jive al
zero or somewhat tensile, but in the 150
B-type are clearly compressive at 0 o
this position. These results are 0 -

consistent with the observed failure 50

modes for the two ogive types.

Steel Fatigue-test Soecimen 
0

Recently, a feasibility study -so
was made for the SAE Fatigue Design
and Evaluation Committee to deter- 1o 2 4 6 00 10 2 4 6 00
mine the applicability of the DISTANCE (min
neutron diffraction technique to
residual stress determination in a
multi-axial fatigue lifetime predic- Figure 3. Stress distributions of
tion project. Test spindles, shown the A and B type ogives. "ODO"
in Figure 4, will be tested for is the thread-root position. The
fatigue life, characterized for open and closed circles correspond
materials properties - including to measurements made 180" apart.
residual stress, and modeled by
finite element techniques. Some depth-profiling of residual stresses has
been done by x-ray diffraction with layer removal [10].

1.0 X 1.0 X 12.0 =
3

Figure 4. Schematic of SAE 1045 steel shaft.
Overall length is 36cm, diameter at "0" is 4.Ocm.

For the initial neutron measurements, a simplified procedure was
employed in which d(11O)-spacings were measured only for probe directions in
the r-O plane, i.e. with Q perpendicular to the cylinder axis. The beam-
spot employed was Ixlxl2m 3 in size, oriented such that the long dimension
was always parallel to the cylinder axis. Measurements were made with the
center of the 1mm2 cross-section at 1.3, 3.3, and 6.3mm below the 40mm
diameter surface, which allows a relatively quick determination of (a -a )
but not any of the individual stress components. Measurements at Uvelil
angles were made at each of the three depths along single radii with the
center of the 12mm length at positions "B" and "D" of Figure 4 (-SOmm
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separation). Results of a finite element analysis (FEA) were available at

these positions [Ill. XEC for iron were used to determine stresses 19).

1000- Goo0

oo- B 6o0- 0

moO- 7oo0

200-

000--
-~Goo-

400"

1. 500-

Lmoo
- 00-GOO aD

900 
100-

0 - 0 -

0 a1 0 a ;0

DEPTH (an)

Figure S. Measured [X] and calculated (0] (Orr-008)
at I" and I0 of the shaft of Figure 4.

Neglecting stress gradients in the axial direction, 
a (a -a ) can be

obtained from the three calculated stress components which Mbn 9 compared

to the neutron results (Figure 5). It is clear that the calculated (a-
o ) changes such more sharply with depth than the 

measured values for bt[h

p litions. It is worth noting that both the x-ray and the 
neutron results

are in reasonably good agreement, and in poor agreement with the FEA

calculations. However, the results provide a new starting point 
for further

calculations. Determination of the triaxial stress state at 
selected points

in the shaft is planned for the near future.
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RESIDUAL STRESS ANALYSIS BY NEUTRON TIME-OF-FLIGHT AT A REACTOR SOURCE
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ABSTRACT

Non-destructive neutron diffractometry for stress analysis will be a
powerful experimental tool in material science research performed at the
GKSS 5 MW reactor FRG-l. Arguments which show the advantages of the time-of-
flight method are given and a suitable high-resolution neutron-efficient
type of spectrometer is introduced. First results derived from this method
are presented.

Introduction

Neutron diffraction is being used increasingly to determine residual
stresses in polycristalline materials. The positions of LAUE-BRAGG reflec-
tion peaks from strained volume elements are compared to those for the un-
strained equilibrium case. For most materials of interest the penetrability
of neutrons is considerably higher than for x-rays. This allows three- di-
mensional measurements such as strain depth profiling or tensor determina-
tion to be achieved non-destructively.

The most common neutron sources - like synchrotron x-ray sources -
provide a white spectrum, which is a smooth function of the neutron wave-
length. They are generally less intense than x-ray sources, so that beam
cross-sections are wider and measuring times longer for neutron measure-
ments. Nuclear reactors produce a polychromatic thermal neutron spectrum
shaped like a Maxwellian correuponding to a velocity of 2200 m/sec. The ty-
pical integrated neutron flux Is 101l to 10 n/cm

2 
see, from which a flux

of 10' to 109 n/cm
2 

see can be extracted for experiments by neutron guide
techniques.

To observe the wavelength-dependent elastic neutron scattering from a
material, two methods are known: one can either use monochromatic neutrons
produced by a crystal monochromator or work with a pulsed "white" neutron
source and perform time-of-flight analysis. Lattice spacings d are deter-
mined from the well-known BRAGG law, written as either

(A) d - A
hkl 2 sin ehkl

or

(B) d 1.978 • 10-1 • thkl
hkl L • sin e

A - neutron wavelength [A]
2e - scattering angle
t . flight timeVa
L - flight path [m]
hkl - Miller indices

Case (A) requires a spectrometer that can measure the scattered frac-
tion of the incoming flux by moving sample and detectors by very precise

Met. Res. Soc. Symp. Proc. Vol. 166. c1990 Materials Research SoCiety
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angular steps about the main scattering direction 20. Typically about 1% of
the available primary spectrum Is selected by the monochromator and care
must be taken to avoid background contributiotis from higher-order reflected
neutrons. Wavelength resolution is determined hy the quality of the mono-
chromator-crystal and the scattering geometry. It is in general wavelength
dependent.

Conventional time-of-flight measurements (Ca- B) at a steady-state
-eactor require a neutron shutter in order to define a limited time interval

during which the complete neutron source spectrum is allowed to enter an
evacuated flight path. After this short time interval the shutter must close
again in order to let neutrons from the individual bursts spatially separate
according to their velocity dispersion. Time-of-flight methods of this kind
also use typically about I of the incoming beam intensity. Resolution in
time-of- flight is largely determined by the width of the neutron burst and
therefore closely related to the neutron intensity per pulse: high resoluti-
on requires short bursts that necessarily contain fewer neutrons. At steady-
state reactors the Fourier- and the binary pseudorandom-correlation choppers
have been developed, which use the available neutron spectrum in a much more
economic way. In this case resolution and intensity are decoupled from each

other, as will be explained in this paper.

The Neutron Time-Of-Flight Method In Non-destructive Strain Measurements

Time-of-flight spectroscopy has several features that make it attrac-
tive for strain measurements. They can be summarized as follows:

The whole "white" neutron spectrum emerging from a moderator can be
used so that several individual reflections can be investigated simulta-
neously, whereas crystal spectrometry allows only for one peak at a time.
This is an important feature considering the fact that microscopic elastic
constants are orientation dependent and that grain size distribution or
likely texture will change the intensity of certain BRAGG reflections. The
wavelength range of the neutron spectrum extends from 1 A to about 5 A and

covers the elastic scattering from most of the materials of technical inter-
est.

Neutron time-of-flight spectrometry has no constraints concerning the
angle between the incoming and scattered neutron beams, since there a'e al-
ways neutrons available with wavelengths required by the BRAGG scattering
law for any fixed angle. Therefore a fixed scattering angle of 900 may be

chosen, by which the smallest and with regards to strain-tensor determinati-
on best defined scattering volume may be attained. (Fig. 1)

Fig. 1: Principal Setups for Strain Determinations from BRAGG-Peak-Position

from frommonochromofor, AO/ !AOpe
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The fixed geometry eases the setup of samples under investigation as
opposed to a 6 - 28 precision scan necessary for crystal spectrometry. Time-
of-flight methods need a flight path to allow the measurement of neutron
velocities. This distance separates the sample position from the rest of the
spectrometer. It is then easier to design a sample positioner to meet spe-
cial requirements as for heavy samples, samples under external loads, samp-
les in operating conditions or in hot or cold environments. Since neutrons
are isotropically scattered, a fixed geometry allows for several detectors
which look at the sample from different directions at the same time. This
reduces measurement times for strain tensor determinations, for which the
sample must be tilted at least six times in the ordinary case.

Time-of-flight spectrometry is not spoiled by background contributions
from neutrons whose wavelength is different from that corresponding to the
measured flight times, provided the shutter completely cuts off the incoming
neutron flux.

Generally with time-of-flight spectrometers a higher resolution 8d/d
can be achieved than with crystal spectrometers.

Neutron-Efficient Correlation Time-Of-Flight Methods

The advantages of time-of-flight measurements for strain determination
outlined in the last section can only be fully exploited when neutron-eco-
nomic methods are employed. The common way to do time-of-flight experiments
at a steady-state neutron source employs the so-called Fermi chopper, i.e.
a rotating disk of a neutron-absorbing material with a slit system to
produce short neutron pulses. The disadvantage in this case is a consi-
derable reduction in neutron intensity, necessitating long measuring times,
if high resolution is to be attained. Therefore methods have been developed
which use the available neutron flux in a more economic way without the need
to reduce the resolution [2, 3]. They have become known as correlation spec-
troscopy using either Fourier or pseudorandom beam modulation. The Fourier-
chopper is the instrument of choice in our case, because one may adjust the
neutron beam cross section to the problem under investigation.

As is known from Fourier analysis, any spectrum can be composed of a
series of groundwave and higher-order Folirier components. In order to be
able to determine the parameters in this series, the primary neutron flux
must be modulated in a sinusoidal way and amplitudes and corresponding phase
relations, i.e. neutron intensities and their phase relative to the chopper
modulation, have to be measured. A Fourier chopper consists of a disk
equipped with equidistant alternating neutron absorbing and neutron transpa-
rent fields around its periphery, rotating in front of a similar stator.
This setup generates a triangular intensity pattern which can be assumed to
be approximately sinusoldal.

The Fourier method has been improved by the ingenious idea of trigge-
ring the time-of-flight analyser by the detected neutrons instead of by the
rotor position. This results in an on-line correlation determination of the
diffraction pattern when the rotor is driven at continuous frequencies from
zero up to a maximum f . The method is known as reverse-time-of-flight

max
Fourier spectroscopy and has been extensively investigated by the Finnish
group, who developed the system [4, 5, 6]. An RTOF spectrometer has been
implemented at the Russian 16 MW research reactor in Gatchina [7]. It is
known that a general disadvantage of the method is its inferior response to
very small peaks in neutron powder diffraction spectra. But this feature is
of little interest in strain determination, where only prominent peaks are
used for the analysis.
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The Fourier Strain Spectrometer FSS at the 5 MW Swimmingpool-Reactor FRG I

The Fourier beam modulator consists of a titanium disk of 60 cm outer
diameter which contains around its outer edge 1024 equally spaced strips of
neutron absorbing gadolinium, each 0.25 fm thick, 0.7 mm wide and 35 me long.
The disk can be rotated with up to 9000 rpm. The titanium thickness is 5 me
in order to reduce neutron losses between the Gd strips. A stationary section
having the same neutron absorber pattern is positioned at 6 me behind the
rotor. The position of the stator can be controlled remotely during an expe-
riment. By rotating the disk the intensity of the entire incoming neutron
beam of 15 x 108 mM

2 
cross-section is modulated in a quasi-sinusoidal way.

The beam modulation frequency is 1024 times the rotational frequency of the
disk, resulting in a maximum frequency of 153.6 kHz.

Generally time-of-flight resolution is composed of several contributi-
ons, the two most important being the time spread of the neutron pulse and
the flight path uncertainty due to a finite detector thickness. The relative
uncertainty in determining the lattice spacing d is given by

Ad _ 1( At )2. ,( A)2 1/ 2 AL, L [mn],
d 505.6 L - d • sine L At [us

If the time uncertainty At is estimated as the reciprocal of the maxi-
mum modulation frequency, It will be 6.4 lisec. A neutron with a velocity of
2200 m/sec will move about 14 mm during this time. If all flight path uncer-
tainties are kept well below this value, the relative uncertainty in Ad/d
will be determined predominantly by the maximum modulation frequency. An Im-
portant flight path uncertainty can be inferred by the detector thickness. A
Li-6 glass-scintillator detector of 2 me thickness has been chosen to meet
the requirement of being 100 % efficient to detect the fastest neutrons In
the diffraction spectrum. For a total flight path of L - 23 m the d-resolu-
tion is less than 1 x 10-'.

The flight path over a distance of 21 m is defined by a neutron guide
tube with a curvature of 3000 in and a characteristic wavelength A* - 1.83 A,
in order to avoid intensity losses due to geometrical spreading. The beam can
be collimated down to 2 x 2 mM

2
. Its intensity was measured to be 1.2 x

10
7
n/cm

2 
sec. The sample is viewed by one detector in 900 scattering geome-

try, but provisions are made to install more detectors later, in order to
reduce measuring times for strain tensor depth profiling.

The correlation electronics are commercially available from [8]. Two
personal computers support the experiment, one for control and the other one
for data acquisition and evaluation.
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First Strain Measurement Results using the Fourier Method

Since FSS at Geesthacht is in the final stage of being set up, we pre-
sent data collected at the similar MINISFINKS instrument in Gatchina, the
resolution of which is lower by a factor of two, compared to FSS. Figure 2
shows diffraction spectra of 1.7 cm' of plasma-sprayed Ni-base superalloy
(WASPALOY) powder. Due to the rapidly-quenching process involved the powder
particles contain internal stresses. This becomes obvious after a subsequent
aging treatment 0l h/900 OC). by which each originally single peak splits up
into a double-humped structure (cf. insert). With reference to an almost
stress-free WASPALOY bulk sample the shift of the original peaks of the
powder introduced after aging can be primarily attributed to the internal
stress relief. The measurement was supervised by Dr. Heikki POyry, whose help
is gratefully acknowledged.

Fig. 2: High-resolution powder diffractograms of WASPALOY
(A as received, B aged for I h at 900 'C)
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ABSTRACT

The macroscopic residual stress distribution in -y-quenched and stress
levelled U-O.Swt% Ti alloy tubes was studied using neutron diffraction
techniques. Residual strains were evaluated from the difference in d-spacings
measured in the tubes and in small reference samples machined from each tube.
Residual stresses were calculated with the isotropic bulk values of the
elastic constants for polycrystalline a-U. Quenching from the y field
resulted in a nearly equi-biaxial stress state at every point across the wall
thickness of the tube. The magnitude of the radial stress was very small
compared with that of the axial and hoop stresses which were compressive at
the surfaces and tensile in the interior. Stress levelling relieved almost
completely the hoop residual stress without affecting the radial stress. The
axial residual stress becomes tensile through the wall thickness and remains
constant at about 20% of its magnitude in the as-quenched condition.

INTRODUCTION

Residual stresses are frequently introduced into uranium and uranium
alloys as a result of the the thermo-mechanical treatments employed during
fabrication. Large residual stresses impair manufacturability and
performance. Effects such as centre-line bursting of solid bars, stress
corrosion cracking and distortion during machining are all consequences of the
presence of residual stresses. Mechanical relaxation methods of measuring
residual stresses have been applied to uranium alloys since the early 1960's
to estimate machining and quenching stresses in solid and hollow
cylinders (1]. The main disadvantage of these methods is that they are
destructive. Moreover, it is implicitly assumed that the stress distribution
is symmetric about the cylinder axis and can only give average stresses as a
function of radial distance from the axis. This is a reasonable assumption
for the case of solid cylinders but implausible for the case of tubes.

X-ray diffraction methods are usually unsuitable for measuring residual
stresses in uranium alloys because of the low penetrating power of x-rays into
the sample. The diffracted radiation usually originates from within 1 #m of
the specimen surface.

Neutron scattering is a particularly suitable technique for the study of
residual stresses in uranium alloys due to the high penetrability of neutrons.
This allows the non-destructive measurement of bulk residual stresses in large
and complex engineering components without much effort. Prask and Choi (2]
have applied an energy dispersive method to estimate residual stresses in
solid U-O.75vt% Ti rods. In the present work, the 0-20 neutron diffraction
technique was employed to examine the residual stress distributions existing
in depleted U-O.Swt% Ti tubes which had different thermomechanical histories.

EXPERIMENTAL

The U-O.Svt% Ti tubes examined had the following dimensions: 108 mm
height, 151 mm outside diameter and 17 mm wall thickness. Martin-Marietta
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provided four batches of tubes (three tubes per batch), each in a different
metallurgical condition. However, in this paper only the results obtained in

tubes I-quenched and stress levelled are reported. The tubes were solution
heat treated at 1073 K for 4 hours prior to quenching which was carried out by

rapid immersion into a water bath. Stress levelling was carried out after
quenching by imposinrg a compressive axial strain of 1.5%.

Detailed mapping of residual stresses was performed in one tube out of
each batch. This included measurement of strain components along the three
principal tube directions as a function of position through the wall
thickness. Since the tubes were significantly distorted from a perfectly
cylindrical shape, this exercise was repeated at three different positions
around the circumference and at two axial positions along the length of the
tube. To evaluate the variation of residual strains within a given batch, the
distribution of axial strain along the length of the tubes was measured along
half the total length of each tube. In this paper only the through-wall
variation of residual stresses at the position of maximum diametral distortion

will be presented.

The residual strains were determined by measuring the d-spacings of the
(110), (111) and (112) crystal planes of the a', phase. The experiments were
carried out at the L3 triple-axis spectrometer located at the NRU reactor.
The (113) planes of a Ce crystal were used to monochromate the neutron beam
coming out of the reator. The collimations of the incident and scattered
beams were 0.1" and 0.2', respectively. Wavelength calibration was performed
using standard Si powder and the wavelength of the incident neutron beam was

2.6133±0.0001 A. The slits in the incident and scattered beams were arranged
using absorbing Cd masks and designed such that the gauge volume, the
diamond-shaped region of overlap between the incident and scattered beams,
had dimensions (3.0 x 1.7 mm), (2.6 x 1.8 mm) and (2.1 x 2.2 m) for the
(110), (111) and (112) reflections, respectively. The tubes were mounted on
a computer-controlled rotary table on top of an X-Y translator table. In this
way, any point in the sample could be brought into the gauge volume with a
precision of ±0.1 am. The rotary table permitted rotation of the tube about
its own axis so that any point on the circumference could be accessed.

The values for the Bragg angles, 
2
ehkL, of the various diffraction peaks

were obtained by least squares fitting a Gaussian line-shape on a sloping

background to the experimental data of recorded counts versus scattering
angle. The precision with which 28hki can be measured depends on the
line-width of the diffraction peak. For these uranium alloy experiments, the

measured line-width was approximately twice the instrumental line-width and
this effectively limited the precision with which the lattice spacing could be
determined. Typically, the angular uncertainties in the measurements of the
(110), (111) and (112) diffraction peaks were ±0.007°, ±0.010' and ±0.009",
respectively. This in turn implies errors of ±0.0003 A, ±0.0003 A and ±0.0001
A in the measurements of the (110), (111) and (112) interplanar spacings,

respectively. Because of the intrinsic line-width, no increase of
experimental resolution would substantially improve the accuracy of the
measured interplanar spacing. The effective transmission at the wavelength of
the experiment is I-Ie

"0
-9?

, 
where t is the path length in cm. Typical values

of I/Io for measurement of axial, hoop and radial strain componets were 22%,
2% and 5%, respectively. In addition, the absorption process generates fast
neutrons in U23, which easily penetrate the Cd mask in the scattered beam and
increase the background at the detector. These factors make the experiment on

uranium more than twice as difficult as on, for example, a steel tube. Typical
values of the errors involved in the estimation of the residual strains were

within the range 3x10
"4 

to 5xl0
"4
. These errors are 3 to 5 times greater than

those usually associated with similar strain measurements in other materials.

At
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RESULTS AND DISCUSSION

A typical Intensity vs. 28 scan for the a' phase in U-O.8wt% Ti is
ilustrated in Fig. 1. As can be seen, the (110). (111) and (112) peaks can be
resolved readily in angle from other reflections and this is partly why they
were selected to estimate residual strains in the present material. The
residual strain component,. ,, in the direction of the normal to a crystal
plane (hkl) with interplanar spacing d is given by,

- (d - do)/d 0  ... (1)

The interest in the present tubes is in determining the macroscopic stresses
generated by the various thermo-mechanical treatments. The values of do
employed in Eq. (1) were determined by machining small cylindrical samples
from the tubes and measuring the interplanar spacings for the (111). (110) and
(112) planes with the scattering vector aligned parallel to the radial
direction of the tube where the lowest residual stresses were expected. These
specimens were not annealed so as not to alter the microstructure of the
material. Thus, the reference do's do not correspond to a stress-free state.
Since. residual mlcrostresses, such as grain-interaction stresses, are not
relieved when the specimens are machined from the tube. However, the do's do
provide a reasonable approximation to a state of zero macrosconi residual
stress. The do's for the (110), (111) and (112) planes in the 7-quenched
condition were 2.5691, 2.2825 and 1.7865 ±0.0002 A. respectively. In the
stress levelled condition the do's were 2.5680, 2.2811 and 1.7849 ±0.0002 A for
the (110). (111) and (112) planes, respectively.

Residual Stresses in *y-Ouenched Tubes

The residual stress distribution across the wall thickness of one of the

7 -quenched tubes is shown in Fig. 2. The stresses were calculated using the
following expression,

oi - [E/(l+m)]*(Gi + [(v/(l-2v)*(e6+E 2+E3)]) ... (2)
where E and v are the bulk (isotropic) values of Young's modulus and Poison's
ratio, respectively (9-195 GPa, v-0.20

9
). ai and e. are the principal

components of the residual stress and strain tensors, respectively. The
strains used in Eq. (2) were obtained by averaging the strains from the three
different planes. This procedure was preferred since the strains calculated
from the individual (hkl) d-spacings at a given location were all equal within
the experimental error. The texture of the tubes was measured using neutron
diffraction and the results indicated no significant degree of preferred
orientation. Therefore, the residual stresses calculated assuming
polycrystalline isotropy should be accurate to a first approximation.

Fig. 2 indicates that the axial (oA) and hoop (a.) components of the
residual stress are both tensile and equal within the accuracy of the
measurements. The error in the reported stress values is ±50 KPe. aA and o,
increase from about 200 Xa at 2 mm from the internal surface to a maximum of
about 550 NPa near the centre of the tube wall thickness. They decrease
continuously towards the external surface of the tube until at about 5 mm from
the external wall become compressive and reach a maximum of about -600 NP&
3 mm from the external surface. It is noteworthy that the variation of Oa and
0. through the wall thickness is not symmetric around the tube axis. The
magnitude of the radial component of the stress (oR) remains within ±100 NPe
through the wall thickness with a maximum tensile stress of about 75 MPa near
the centre of the tube wall. is compressive in the regions between 0 and
4 mm from the internal surface and between 0 and 6 mm from the external
suraface.

Fig. 3 gives the variation of the axial component of residual strain
along the length of the tube. This gives a clear indication of the variation
of residual stresses along the length of the tube which would be very
difficult to evaluate using mechanical relaxation methods.

The observed residual stress field resulting from 7-quenching is due to
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the interaction between: (i) thermal stresses, introduced by inhomogeneous
changes in volume across the tube wall due to the temperature and cooling rate

gradients and. (iI) transformation stresses, generated by the volume changes
and lattice distortions associated with the 7='. phase transformation. The
"B phase transformation is suppressed due to the fast cooling rates which
promote phase transformation by a martensitic mechanism. Annealing at 1073 K
eliminates any pre-existing stresses in the material and, therefore, the
residual stresses after i-quenching do not depend on the previous state of
the material.

The evolution of thermal stresses can be understood qualitatively by
considering that the cooling rate at the surfaces of the tube is greater than
at the center of the wall. Thus. material in the surface layers contracts
faster and more severely than the material in the interior. Due to the mutual
constraints that develop because of the inhomogeneous volume changes.
transient tensile stresses are generated at the surfaces and, because of
equilibrium requirements, compressive stresses are produced in the interior.
The yield strength of a?, is about 20 times larger than that of the - phase,
[3), thus, plastic relaxation takes place more easily in the partially
transformed interior than in the fully transformed surface regions and,
threfore, the transient compressive stresses at the centre do not build up
very much. As the temperature continues to decrease the cooling rate gradient

changes sign and the centre contracts faster than the surfaces. The situation
is now reversed and transient compressive stresses develop at the surfaces
while the centre is in tension. At the lower temperatures the local yield
strength only depends on the local temperature since most of the material has
transformed to martensite. As cooling progresses the transient stresses
generated by the temperature and cooling rate gradients can no longer be
relieved by local plastic deformation. As the tube tends to thermal and
dimensional equilibrium at room temperature, the transient stress state
evolves into a state of residual macroscopic stresses in which the tube
surfaces are in compression while the material within the central region is
in tension. It should be pointed out that the final magnitude of the residual
stresses depends on the magnitude and distribution of plastic strain during
the quenching operation.

On quenching, the shape change associated with the 7=-a', transformation
is accommodated by a 0.6% volume contraction [31 and local plastic
deformation. The evolution of transformation stresses as the 7 phase
transforms to a', is then completely analogous to that observed in the absence
of the phase transformation, as described above. The state of residual
stresses in the tube after quenching is, therefore, a result of the additive
contributions of thermal and transformation stresses. Recent analytical
parametric studies using finite element techniques 13) have shown that

transformation stresses account for less than 20% of the overall residual
stresses in -y-quenched U-0.8wt% Ti tubular components.

Residual Stresses in Stress-Levelled Tubes

The residual stress field across the wall thickness of a stress-levelled
tube is illustrated in Fig. 4. The position of measurement corresponds to
maximum diametral distortion at half way along the length of the tube.
Compressive deformation largely relieves the residual stresses generated by
7-quenching. The three principal components of stress are approximately
constant between 2 and 14 mm from the internal surface. a. and a. are both
within 50 HPa of zero while oA attains a value of about 180 NPa. Equilibrium

requires the a to be compressive at regions near the surfaces of the tube.

Assessment of this condition requires a modification of the experimental set

up to increase the spatial resolution by decreasing the dimensions of the
gauge volume. The scope of this investigation did not allow for verification

of this condition and further work is required to clarify this subject. The
present results indicate that although axial compression significantly
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relieves the magnitude of aA' axial residual stresses as high as 20% of their
value in the v-quenched condition still remain after stress levelling. The
significance of this finding is that the distortion observed after machining
stress levelled solid and hollow cylinders can be attributed to the effect of
the axial residual stress left after the stress levelling operation.

The c-nsiderable stress relieving effect caused by axial compressive
deformation can be attributed to the anisotropy of plastic deformation
exhibited by o-U at room temperature. Slip usually takes place on the
(010)[100] system [4]. Since this system is unique, in the sense that there
is only one variant in the orthorhombic structure, unfavourably oriented
crystals must find other ways to accommodate the imposed strains.

Mechanical twinning is by far the most common deformation mechanism in

a-U at room temeprature. Frequently observed twinning systems in a-U are
(130)[310] and (172)(312] (4). Twinning is an effective mechanism of stress
relaxation since it produces large lattice reorientations which can bring the
crystals to more favourable orientations which then allow the activation of
other deformation mechanism leading to lower stresses.

A further room temperature mechanism of plastic relaxation in a-U is
kinking (4]. When the orientation of a grain is such that compressive strains
must be accommodated parallel to the [100] direction, slip and twinning cannot
relieve the stress which then builds up elastically. The slip planes then
"collapse" so that a grain becomes divided into several wedge-shaped regions
with the slip direction inclined at various angles to the compression
direction. While this process accommodates the required compressive strain,
the local lattice reorientation facilitates the activation of easier
deformation modes which relieve the high elastic stresses generated when the
grains cannot deform plastically, It is thought that the stress relieving
produced by uniaxial compression can be attributed to the twinning and kinking
processes that take place when a-U is plastically deformed.

CONCLUSIONS

Neutron diffraction provides a unique method of evaluating
non-destructively residual stresses fields in thermomechanically treated
uranium alloy prod'cts.

The residual stress distribution through the wall thickness of 7-quenched
U-O.Swt% Ti is nearly equi-biaxial with compressive hoop and axial stresses

at the surfaces and tensile stresses in the middle of the tube wall. The
magnitudes of these stress components reach values as high as 0.75o Y. The
residual stress state arises from the additive contributions of thermal and
transformation stresses developed during quenching.

Effective stress relieving of 7-quenched U-0.8wt% Ti tubes can be
achieved mechanically by imposing axial compressive strains. The hoop and
radial stresses are approximately uniform at ±50 MPa through most of the
thickness of the tubes. Axial residual stress components with magnitudes of
about 20% of that in the -y-quenched condition can still be observed after
stress levelling. It is suggested that these can be responsible for the
distortion observed after machining operations in stress-levelled tubes.
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ABSTRACT

The high resolution neutron diffraction technique has been
applied to determine, non-destructively, the residual stress
distribution developed in the head of a railway rail after normal
service.

Measurements were made, using the neutron strain scanner at
the Institut Laue Langevin, Grenoble, on a transverse slice of
rail 12ma thick taken from a section of straight track. The rail
head was scanned in the three principal orientations in a series
of parallel traverses sufficiently close to enable a two-
dimensional matrix of data to be accumulated and vertical,
transverse and longitudinal residual stress contours to be drawn.

Substantial residual compressive and tensile stresses and
steep stress gradients were observed related to the depth below
the top surface, distance from the running line and shape of the
rail head. The highest stresses and stress gradients were
observed in transverse and vertical directions but significant
stresses were also retained in the longitudinal (12mm thick)
direction of the rail.

The results demonstrate the effectiveness and unique
characteristics of the neutron technique to determine non-
destructively and continuously the residual stresses inside
engineering components.

INTRODUCTION

Residual stresses and rails

Residual stresses can be an important factor influencing the
failure processes and service lives of engineering components.
These stresses may be introduced deliberately or incidentally
during the manufacturing process or they may develop during
service, usually as a result of non-uniform plastic strain. They
may be beneficial in reducing total stresses if they are opposed
to applied stresses or detrimental if they add to them. Examples
of beneficial residual stresses deliberately introduced into
engineering components are those induced in surface layers by
shot peening or to deeper depths into the interior of cylindrical
pressure vessels by autofrettage t1]. In both of these cases the
stresses induced parallel or tangential to the surface are
compressive and have the effect of inhibiting crack propagation
from surface defects. The compressive stresses near the surface
must, however, be balanced by tensile stresses within the body of
the component and these can be detrimental if there are internal
imperfections at which cracks can initiate or if surface cracks
have propagated a significant distance into the component.

The manufacture of railway rails involves repeated hot
rolling to produce the required rail profile, followed perhaps by
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a variety of heat-treatments, cooling and then straightening as
necessary. The steel composition and fabrication processes are
chosen to produce high surface hardness to resist wear, and high
flow stress to resist plastic deformation, but also combine to
induce residual stresses within the rails [2).

In service the residual stresses that were present initially
due to the production process are modified by what is known as
"shakedown". Subsequently a characteristic and substantial
residual stress pattern evolves which is related to track
parameters, train speeds, axle loads and cumulative service load.
In service the wheel flange may scrub the gauge ;orner,
particularly on tight curves, resulting in abrasive wear. Also,
with axle loads perhaps in excess of 30 tonnes, the load will
plastically deform the rail head in the vicinity of the region of
the running line. This repetitive loading can result in rolling
contact fatigue which together with the residual stresses and any
material defects in the rail and the effects of braking,
accelerating and skidding, can lead to wheelburns, flaking,
shelling, squats and tache ovales. These defects, the residual
stresses and abrasive wear will ultimately increase the risk of
rail fracture and possible derailment C3,4).

Residual stress measurement

Most traditional engineering methods for determining
residual stresses involve the use of a number of surface mounted
strain gauges to measure the relaxations that occur when a
component is drilled or cut [5). The techniques are destructive,
are limited in the number of measurements which may be made and
require calculations which become uncertain for all but
relatively simple shaped components.

In the high resolution neutron diffraction method residual
stresses are calculated from measurements of the small changes in
the angles at which Bragg reflections occur when a crystalline
lattice is strained [1,3,6,7]. Bragg reflections occur at angles
26 relative to the incident beam direction given by the equation:

2dsine = X (1)

where d is the interplanar spacing and X is the neutron
wavelength. Differentiation of equation (1) at a constant
wavelength gives:

Se = -tane.6d/d (2)

The lattice strain c, in the direction of the scattering
vector Q, is thus given by:

- Sd/d - -6e.cote (3)

Strains at different points within a component may be
determined by measuring the relative shift in Bragg angle that
occurs as the component is scanned by translating it through the
small sampling volume that is defined by precise masking and is
irradiated by a collimated beam of monoenergetic neutrons.
Components of the strains in different directions may be obtained
by rotating the component to align the specified direction along
the scattering vector. In general it requires at least six
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measurements in different directions to obtain the full strain
state but, for plane stress conditions, or if the principal
stress directions are known, measurements in three orthogonal
directions will usually suffice. Stresses are calculated from
the measured strains in the usual manner using the appropriate
Young's Modulus and Poisson's Ratio (1,2,5,6].

EXPERIMENTS

Measurements were made on a transverse section of railway
rail 12mm thick, taken from a straight section of British Rail
track, using the DIA high resolution neutron diffractometer at
the Institut Laue Langevin, Grenoble. The diffractometer had
been adapted for use as a strain scanner using the
Salford/Imperial "Engineering Package" comprising a specimen
translator/rotator, precise neutron beam definition and "UTOPIA"
software.

Scans were made in the three principal orientations, X, Y
and Z, corresponding to longitudinal, transverse and vertical
directions in the rail, respectively, using a 2mm cubic sampling
volume. Data, for the (211) reflection using a wavelength
0.19rma, were collected in a series of parallel z traverses from
the top of the rail, z = 0, to a depth of 40mm into the head at
locations y = 0, ±8, ±16, ±24 and ±30mm from the centre line as
indicated in figure 1. The angular positions, widths and
integrated intensities of the reflections were determined using a
Gaussian peak fitting routine and strains were then calculated
for the three orientations X, Y and Z from the peak shifts. The
data were subsequently combined to calculate the corresponding
stresses. Typical accuracies were ±25MPa.

RESULTS

Two-dimensional stress contours were computed from the
matrix of measured longitudinal, transverse and vertical stresses
using an interpolation routine. The results are shown in figures
2-4. The gauge side of the rail is indicated by negative values
of y and the gauge corner is seen to be the more rounded. The
centre of the running line was at y = 6mm, to the outer side of
the rail as indicated in figure 1.

The specimen of rail investigated was a transverse slice
12mm thick taken from a long straight section of track. It is to
be expected that the cut slice would retain most of the vertical
and transverse stresses of the original long rail but that the
longitudinal stresses would be substantially relaxed. This
appears to be shown in the figures 2,3,and4.

The measured longitudinal stresses exceed -75MPa compression
and 10OMPa tension, with a tensile region below the running line.
Compression, shown shaded on the figures, is highest at a depth
below the top surface of about 5mm. Below this there is a broad
tensile region stretching across the centre of the rail head
which changes to compression near the bottom corner of the head.

The measured transverse stresses vary between -225MPa and
+275MPa with a marked compressive region extending from the top
surface to a depth of about 6mm to 10mm where the stress gradient
is very steep. A broad tensile region then extends to a depth of
about 35mm with the highest tensions located in two regions



314

Az
-30 -24 . -16 -8 0 8 16 24 30

GAUGE y
CORNER

RUNNING LINE
10

-20

"30

40

Fig 1. Transverse section through the rail head showing the
measuring grid in mm and position of the running line.

ion

4W 4?e s o I 8

Fig 2. Longitudinal residual stresses in a rail head (MPa)



315

-. -, -U 4 0 $ U U S

Fig 3. Transverse residual stresses in a rail head (NPa)

Fig 4. Vertical residual stresses in a rail head (MPa)
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either side of the running line at a depth of about 14mm.
The vertical stress pattern shows an outer low stress or

moderately compressive region surrounding a central T-shaped
tensile region where maxima exceed +225MPa, again at a depth of
about 14mm, but extending further vertically down the centre line
towards the web. There is an asymmetry to all the patterns which
is clearly related to the position of the running line.

DISCUSSION

If it is assumed that the measured, partially relaxed,
longitudinal stresses may be scaled up, in accordance with other
evidence, to values similar to those measured in the transverse
and vertical directions a good picture is obtained of the
residual stresses present in the long rail. The combined
patterns show features that suggest that residual stresses
similar to those measured could play a large role, in particular
circumstances, in inhibiting or furthering the development of
defects such as squats, in which horizontal cracks propagate a
few millimetres below the running surface, and of taches ovales,
which occur when the cracks descend at a steep angle into the
tensile region of the head.

The results demonstrate the effectiveness and unique
characteristics of the neutron technique to determine non-
destructively, continuously and accurately the residual stresses
inside engineering components.
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NEUTRON DIFFRACTION MEASUREMENT OF THE STRESS FIELD DURING
FATIGUE CYCLING OF A CRACKED TEST SPECIMEN

M.T. HUTCHINGS, C.A. HIPPSLEY AND V. RAINEY
Materials Physics and Metallurgy Division, Harwell Laboratory, Didcot,
XI ORA, United Kingdom.

ABSTRACT

The triaxial stress field has been measured along the centre line of a
compact tension specimen in the direction of cracking. he specimen had been
subjected to %60,000 cycles at AK=3l and Kmax= 34 MPa mm and was bolted open
at maximum stress. The field was remeasured after the stress had been fully
relaxed. The results are discussed in terms of expectations from fracture
mechanics calculations.

INTRODUCTION

Neutron diffraction enables the absolute full stress tensor within a
metallic sample to be measured nondestructively [1]. Stresses which have
previously only been determined by theoretical methods can now be tested
experimentally. In this paper we report the initial results from the
measurement of the triaxial stress field along the line of cracking of a
compact tension, fatigue test, specimen which had been subjected to fatigue
cycling.

SPECIMEN

The specimen of ferritic steel, BS 4360, had overall dimensions of
31.5 mm high (Oz), 49.6 mm along the crack direction (Ox), and 13.1 mm thick
(Dy). A threaded hole enabled a bolt to be screwed in to maintain a
determined stress level. It was designated W1, and is illustrated in the
inset of figure 1, where the axes are defined relative to an origin at the
geometric centre of the specimen. As all the values of x in this paper are
negative, the sign is omitted. The notch, 2.6 mm high at the edge, ended at
x - 9.1 me, and the crack ran from x = 9.1 mm to 12.7 mm at the centre of the
specimen and to x = 11.7 mm at the outside. The edge of the sample was at x
= 24.8 m.

The specimen had been cycled %60,000 times to induce a crack of inner
length 3.6 mm, with a s ress intensity level varying between minimum of K-3
and maximum K-34 MPa mm. The fatigue cycling was stopped at the maximum
level, and the bolt screwed in place to maintain the stress during stage one
of the measurements. The manner in which the bolt was tightened, however,
caused the load to increase above the maximum cycling load, subjecting the
specimen to plastic strain over a large volume from the crack tip to the edge
of the specimen (x = 24.8me). The yield stress of the material is oyld = 375
MPa. As this was exceeded, the J integral was calculated, and found to be
29.2 kN/m at the maximum load. From this value an effective Keff- 78 MPa me"
can be calculated, corresponding to what it would have been if einear elastic
theory had held during the extra loading.

The J-integral value was used together with a finite element stress
analysis for the compact tension specimen geometry to calculate the peak
stress at the crack tip. Assuming plane strain, this was found to be 1400
MPa, or 3.73 times the Oyld, located at 0.065 mm from the crack tip. If the
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extra load had not been applied, this distance would have been smaller but
the crack tip maximum stress would have been similar.

The main consequence of the large plastic strain of the sample is that
when the bolt was removed for the second stage of measurements, the crack was
not compressed to as great an extent by the elastic relaxation of surrounding
material as would have been the case if no extra loading had taken place.
Hence a smaller compressive principal (crack-growing) stress, O, is
expected.

A 'stress free' sample was used to determine the reference Bragg angles.
This sample. designated W4, was a piece cut from a similar specimen, %13 x 11
x 14.5 mie in size, and was heat treated by annealing in air at 850 C for one
hour followed by a slow cool.

THEORY

The elastic lattice macrostrain, e, is measured along the direction of
the scattering vector 2 (ki - kf), where k and kf are the incident and
scattered neutron wavevector respectively, with wavelength X - 2n/k. It is
given by

e (d-do)/d o = - (0- ). (coi (O/2)) /2 , (1)

where * - 20 is the scattering angle of the Bragg reflection from the sampled
volume under stress, and *ff- 290 is the scattering angle of the same
reflection from a 'stress-free' sample. d and do are the corresponding
lattice plane spacings, so that 2d sin9 - .

The strain is measured along 3 perpendicular principal directions, here
assumed to lie along Ox, 0yO in figure 1, to give ex, ey, ez . The stress
in these directions, i, is then given by

Oi = a1 ei + (T ,E ) (ex+ey+e5 ) (2)

For mild steel E=f207 GPa and v-0.28, and these values apply well to strains
measured by the (112) reflection [2). A spreadsheet programme allowed e. and
o0, with errors, to be readily calculated from the measured # and #o.

EXPERIMENTAL PROCEDURE

The strain measurements were made using the DIA diffractometer at ILL
Grenoble. The incident neutron beam of 1.905A wavelength from a vertically
bent Ge(115) monochromator was carefully defined using the high precision
system developed by P Webster apd kindly loaned for this experiment. Masks
in the diffracted beam, at %109 scattering angle from the ferritic steel
(112) reflection, were also carefully positioned between the specimen and
soller in front of the counter.

The specimen was placed on a platform capable of being translated in
three perpendicular directions, the assembly being mounted on the sample
table of the diffractometer. The translations were along the scattering
vector 2, perpendicular to _, and vertical. By rotating about the sample
table vertical axis, the position on the platform of the axis, through which
the beam passed, could be determined using a needle viewed by a theodolite.
The vertical height of the beam relative to the platform could also be
determined by the theodolite, which was used to carefully position the sample
in the vertical plane. The whole translation assembly could be rotated by
the sample table axis. In this way measurement of the strain along two
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perpendicular directions, ex and ev , could be measured automatically at a
series of values of x. Measurementl of ez were made with the sample turned so
that the notch and Ox were vertical, varying x by the vertical slide.

The beam from the monochromator on the DIA diffractometer is vertically
focussed on to the sample position, and therefore masking to give the
necessary small sampling volume at the specimen position is difficult.
Apertures of 4x4 nm and lxl =m at %60 mm and 10 mm before the sample in the
incident beam, and lx52 mm at about 80mm after the sample and 4x8O mm before
the soll r-detector system in the scattered beam, defined a sampling volume
of %I mml in the specimen. This was verified by a photograph at the specimen
position. The resolution volume along 2 was therefore %1.5 mm and vertically
it was 1 mn. This gave a suitable compromise between count rate and volume
resolution. Counting times were typically between 5 and 15 min. depending on
the path length of the beam in the sample. Throughout the measurements the
monochromator was isolated so that A was fixed.

The scattering angles * 109.4 were determined from the profile of
intensity against counter angle using the standard routine PKFIT, which gave
a typical accuracy of ±0.007* and widths of 0.350*. Only where the strain
varied rapidly with position x were peaks observed which were broader than
this resolution width. The scattering angle from the stress-free block W4 in
three orientations gave *o-109.496 ±0.005, in good agreement with that from a
corner of the specimen WI where the stress is expected to be zero.

Measurements of ex, ey and ez were made at close intervals of x, of
'0.25mm, near the position of the crack tip, and of 2mm in the region well
away from the tip. Positioning was judged to be to 0.2mm or better. The
stress was calculated from equation (2), and where all three strain values
were not measured at the same value of Y interpolated values were used. The
stress variation for the sample held at maximum stress at the crack tip.
stage 1, is shown in figure 1, and in the relaxed state, stage 2, in figure
2. Typical error bars are shown.

DISCUSSION AND CONCLUSION

The measurements show that along its centre line the specimen was
neither in a state of plane strain nor plane stress at either stage. In the
bolted state the peak measured stress of cz = 500 MPa, is much less than the
1400 MPa calculated, and in plane strain one would expect (oz-ox) to be equal
to a ld (3]. In fact this is also less by % 1/3. This difference from the
expected values could be partly due to the effects of volume resolution, as
the strains were averaged over %1.5 mm. These resolution effects are
currently being investigated.

On relaxing the specimen, stage 2, the peak value of o_ moves out by %2
-e from the crack tip, and the values of oz and o are only slightly
compressive at the tip. This is a result of the large plastic strain on
bolting the specimen, without which one would have expected a compressive
stress at the tip of equal magnitude to the tensile stress under maximum K.

The movement of the peak stress during load cycling has important
implications for the modelling of stress-driven solute segregation during
fatigue crack growth. Nakasa et al [4] propose a model for hydrogen
diffusion to a growing fatigue crack tip based on motion of the peak stress
region towards the crack tip on unloading. The current measurements in fact
indicate motion in the opposite direction. In either case embrittling
solutes such as hydrogen, at low temperature [4]. or sulphur, at high
temperature [5], would be driven by a moving stress peak during fatigue

4
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Figure 1 Triaxial stress variation with position x, with the specimen in the
bolted, maximum crack-tip stress, stage one, configuration. The
arrow denotes the position of the crack tip on the specimen centre
line, and the shaded line the outer edge of the specimen.
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Figure 2 Triaxial stress variation with position x, with the specimen in the
relaxed state, stage two.
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fracture, and calculations of crack tip solute enrichment must take this into
account.

It is clear that better experimental volume resolution would improve the
comparisons made in order to test theory, and that this would be best
accomplished using a larger specimen of the same width as it is unlikely that
sufficient diffraction intensity would be given by a smaller sampling volume.
Further experiments are planned to measure the stress field without the
excess load on bolting, when a comparison with the present data will indicate
the effects of crack opening on the stress field.
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The thermal neutron reaction lOB(n,e )7 Li is used to measure
the boron concentration on the surface of silicon wafers. The
technique, referred to as neutron depth profiling (NDP), requires
no special sample preparation. Boron is determined on the as-
received wafers at a level of 1012 to 1013 atoms/cm 2. A boron level of
about 2x1012 atoms/cm 2 is found at the wafer surface after
oxidation, epitaxial, or polycrystalline silicon deposition.
Additional measurements are given from SIMS measurements of
multilayer structures on silicon also showing the presence of
boron. Ambient air appears to be a significant source of the boron.

hiroduetim

Neutron absorption reactions with boron and a few other low-Z elements exhibit
exoergic nuclear reactions that yield charged particle reaction products. Those
reactions which also have high thermal neutron capture cross sections are
fundamental to the technique of neutron depth profiling (NDP). The basics of
the technique, typical applications, and descriptions of the NDP facilities within
the U. S. have been described at two recent conferences and elsewhere in the
literature (1-31. NDP is often the technique of choice for the determination of
boron at the surface, at an interface, or within a near-surface region as the
method is not sensitive to the chemical structure of the material but only the
atomic environment. Furthermore the neutron depth profiling (NDP) technique
requires no special sample preparation before the analysis. The specific
reaction of lOB(nAo 7Li is used by NDP to accurately determine the concentration
and the spatial distribution of boron in many of the principle materials used in
the fabrication of silicon semiconductor devices [3]. In this study the presence of
boron at the surface of intrinsic silicon and at the interface of processed silicon
wafers is shown using NDP and secondary ion mass spectrometry (SIMS).

Low levels of boron have been detected previously at the surface of
crystalline silicon wafers after processing. Boron is observed after a vacuum
anneal (4], after various types of cleaning (5,61, and after silicon molecular beam
epitaxy [7-11]. Additional discussion is given by Robbins et. al. (101. The boron is
detected by spreading resistance [4] or by SIMS [5-11]. Generally boron is
measured ater a high temperature processing step thus diffusing the boron into
the silicon. Slusser and MacDowell (5] deposit a polysilicon layer to enable the
use of SIMS without a high temperature treatment. However, even this
introduee additional processing that may complicate the isolation of the source
of a surface contaminant such as boron. The thermal neutron-induced nuclear
reaction 1 0B(n,oX) 7Li is used in this work to provide a direct quantitative
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determination of the presence of boron at the surface of as-received wafers
without further preparation of the wafers. In addition, wafers with an oxide,
polysilicon layers, and an epitaxial silicon layer are analyzed for boron. The
resulting observations provide direct evidence for the suggestion of Iyer et al. (7]
and Kubiak et al. (8] that some boron contamination occurs upon exposure of the
wafers to air and further substantiate Casel et al. [9] experimental results that
indicate air is a source of boron contamination.

Ezpaeiea and Discoaonm

The thermal NDP facility at the NIST was used for these measurements.
The facility uses a thermal neutron beam of -1 cm in diameter from the 20 MW
nuclear research reactor to analyze materials. Because of the low energy (_10 - 2

eV) of the individual neutrons used in the analysis and their uncharged state,
the material under investigation is left virtually undamaged. The nuclear
reaction 1 OB(n,o() 7Li occurs with the production of monoenergetic and
isotropically emitted alpha particles of energy 1.47 MeV or 1.78 MeV. A charged
particle detector, placed normal to the surface of the wafer at a distance of a few
cm, detects and measures the residual energy of the alpha particles. For
example, alpha particles originating at the wafer surface will show the full 1.47
or 1.78 MeV of energy, but particles originating from within the near surface of
the wafer will have lost some of their energy in exiting the wafer. Therefore, the
count versus the measured energy spectrum provides information about the
depth distribution of the boron within a sample (3]. Figure 1 shows both the
nuclear decay scheme for the 'OB reaction and the resulting particle energy
spectrum versus number of particles detected for the case when all the boron
lies at the sample surface. The width of the peaks is due to detector and system
resolution and the energy scale is partioned into 1024 channels. In a typical
analyis of the 1.47 MeV alpha particle, the decreasing energy for the detected
alpha particles corresponds to about 5 nm in depth of silicon per channel. Depth
increases to the left in the spectrum.

Figure 2 gives the NDP results for the total front surface boron of 100 mm
diameter n-type Czoehralski wafers from three different vendors. 'The wafers
were removed from the sealed as-received boxes at the time of measurement for
vendors B and C. Approximately three minutes elapsed between the opening of
a box until the wafer was in the vacuum (_ 10-2 Pa) of the NDP chamber. The
box of wafers from vendor A had been opened several weeks earlier. The
electrical resistivity and interstitial oxygen concentration was determined by the
vendor. In order to optimize the detection limit for boron by NDP the charged
particle detector was placed about 1 cm from the sample, however this
configuration precludes the determination of a depth distribution for the boron
(12,131. The measured 10B signal was converted to a total boron surface
concentration by assuming normal isotopic abundance. The highest boron level
is seen on the wafer from vendor C. The back surface of this wafer is shown to
have the approximately same level of boron as the front surface. The vendor-to-
vendor variation seen in figure 2 indicates that wafer processing is likely
responsible for part of the observed boron and recent work supports this
suggestion (9,14].

The NDP system boron background was measured at about 1.5 x 1011
atoms/cm2 and is shown in figure 2. The boron background of the NDP system
was determined by placing a piece of 7.5 gim thick polyimide film over a silicon
wafer during one of the analysis. It is possible that the background is
overestimated using this procedure should the polyimide be contaminated with
traces of boron, however no cleaner surface was available at the time of the
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analysis. The background contribution to the boron observed on the wafers has
been subtracted from concentration shown for the wafers given in figure 2.
Because the observed boron signal is near the detection limit for the analysis
time used in these measurements, the total uncertainty on the boron
concentration for these wafers is estimated at 15%.

Boron is also found on the surface of a silicon epitaxial layer. The
substrate underwent intrinsic gettering before the deposition of a 10 ;m arsenic-
doped silicon layer. Figure 2 shows that the total surface boron is similar to that
observed for the wafers from vendors A and B. The boron spectrum for the epi
wafer is shown in figure 3. Boron is also seen on the surface of and throughout
an oxide grown during an intrinsic gettering procedure. Figure 2 shows that
the minimum amount of boron appears on this wafer and figure 3 presents the
boron spectrum. Figure 4 shows the presence of two boron peaks on a wafer
with polysilicon deposited over thermal oxide at 6200 C. The first peak is at the
silicon dioxide/polysilicon interface and the boron distribution in the oxide
resembles that of the oxide-coated wafer in figure 3. There is also a boron peak
at the top surface of the polysilicon layer.

The direct boron measurements of figures 2, 3 and 4 show a boron
containing layer at the surfaces. Wi-le there is usually a low level of boron
distributed throughout a silicon wafer, the heat treatments used in this study
could not produce -10 1 2/cm 2 by surface gettering boron from the wafer interior.
Even if all the boron in an n-type wafer diffused to the wafer surfaces during the
heat treatments, this amounts to only 2.5x10 1 1/cm 2 at each surface for an
assumed boron bulk wafer concentration of 1x10 1 3/cm 3 . There does not appear
to be evidence for higher bulk boron concentrations in n-type wafers. The
measured boron levels at the surface of silicon wafers exceed this by an order of
magnitude. Moreover, the low temperature polysilicon deposition step cannot
bring the boron at the silicon dioxide surface to the polysilicon surface by normal
diffusion processes. Thus, the simplest explanation of figures 2, 3 and 4 is that
there is a common external source for the observed boron.

Exposure to air is common to all the samples and can explain the surface
peaks of figure 3 and the double peak of figures 4. The epi sample was measured
weeks after epitaxial deposition while the polysilicon sample was measured only
days after its deposition. Therefore the amount of surface boron does not seem to
be correlated to the length of time the wafer was exposed to air. Perhaps the
native oxide that forms on silicon provides a limited number of sites for boron
atoms to be incorporated. Casel et al. [9] show that the presence of the native
oxide is essential for boron to be found in the quantities seen by the present
measurements. Further support for the central role of the native oxide is found
in the work of Robbins et al. [10] and Grunthaner et al [11]. During the
formation of the native Si02 layer on the surface of the wafer, it is quite possible
that a related chemical reaction that produces oxides of boron takes place, since
the formation of borated glass is well known. This hypothesis is supported by
the presence of boron in the air as has been found in atmospheric gas phase and
aerosol studies (15,16]. Atmospheric gas phase boron has a nominal
concentration of 10-100 ng/m3 and is probably in the chemical form B(OH)3.
Further investigations of the chemical nature of the surface boron on the wafer
may illuminate the mechanism responsible for the appearance of boron on the
wafer surface.

Two wafers from a different lot of the material from vendor C were
analyzed by secondary ion mass spectrometry (SIMS) for the presence of boron.
Polysilicon was deposited upon each silicon wafer in two discrete processing
steps. The first wafer was exposed to room air between the polysilicon deposition
steps. Figure 5a shows three boron peaks in a depth profile by SIMS. The
deepest peak is at the polysilicon-silicon interface, the middle peak is at the
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polysilicon layer 1 -polysilicon layer 2 interface, and the surface peak is from the
surface of polysilicon layer 2. The integrated boron concentration in the two
peaks are 2 x 1012 and 9 x 1010/cm2. Figure 5b presents the SIMS depth profile
for a second wafer which remained in the deposition tube under a dry nitrogen
ambient between the layer depositions. No boron peak is observed at the
interface between the polysilicon layers for this sample, and the integrated boron
concentration at the polysilicon-silicon interface is 2 x 1012/cm 2. This dose is
consistent with the result for the first wafer as is the presence of the boron peak
at the surface of polysilicon layer 2. As with the NDP measurements, the SIMS
spectra of these two wafers suggest that boron arrives at the silicon surface
during exposure to air.

Conclusions

By using NDP it is shown that boron adsorbs or chemisorbs onto the
silicon wafer surface and perhaps is incorporated into the native oxide found on
silicon. As suggested by figure 2, the initial wafer preparation processes may
also leave boron as a result of chemical or mechanical cleaning and polishing.
This assumes the atmospheric boron concentration is roughly the same in the
various wafer preparation facilities. However, the surface boron seen after
polysilicon or epitaxial silicon deposition requires that the boron source be in the
ambient air itself. The present direct measurements of boron with thermal
neutrons do not require pretreatment for sample analysis. Thus, unequivocal
support is provided for the earlier suggestion of Iyer et al. [7] and Kubiak et al.
[8] that the atmosphere is at least one source and likely the most common source
for the observed boron surface contamination.
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ABSTRACT

The nondestructive neutron depth profile (NDP) technique has been used
to measure boron (

10
B) distributions in Si and HgO. 7Cd0 .3Te after

multiple energy ion implants. The NDP results are compared with
simulations generated by TRIM and SUPREM computer codes. The influence of
SiO 2 films on the boron profiles was examined and the effects of thermal
anneals are also described.

INTRODUCTION

The implantation of boron ions into silicon wafers is extensively used
during the fabrication of various electronic devices. In addition, boron
implants into Hg. _CdxTe produce n-p junctions for photovoltaic
infrared detectors 1l]. In order to optimize device performances, multiple
energy implants are often used to produce more uniform dopant profiles over
larger depths than are possible with single energy implants. Such implants
often occur through passivation films grown by thermal oxidation [2] or

photochemical vapor deposition [3]. In order for the implanted boron atoms
to become electrically active, annealing treatments at elevated
temperatures are normally required [4,5]. The distributions of the

implanted species between the semiconductor and the passivation film as
well as changes induced by the anneals are important parameters that can
influence the behavior of processed devices. While these distributions can
be predicted by various numerical models such as the Monte Carlo simulation
with the well-known TRIM computer codes (6,7], direct experimental
determinations provide verifications for these models or can explicitly
point out their limitations.

The capture thermal neutrons by the light boron isotope (
10
B) via

the reaction TgB(n,o) Li provides a novel and non-destructive
method to measure boron distributions in a variety of materials [8]. Among
its advantages, neutron depth profiling (NDP) gives quantitative
determinations of isotopic concentrations with few interferences. Although
NDP is not as sensitive as secondary ion mass spectrometry (SIMS), it can
be used across oxide-semiconductor interfaces without the complications
inherent for the SIMS analyses (2,9].

The present paper summarizes several representative NDP evaluations of
boron ion implanted silicon and Hg0 7Cd 0 3Te samples that illustrate
the types of information provided by this'technique. In particular, the
NDP measured boron profiles compare quite favorably with the predicted
curves for the various simulations.

* Certain commercial equipment, instruments, or materials are identified to

specify experimental procedures. Such identification does not imply

recommendation or endorsement by the National Institute of Standards and
Technology.
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TABLE I. SUMMARY OF BORON (
10

B+) ION IMPLANT CONDITIONS

Implant Target Materials Ion Ion Dose at Ion Beam
Series Temp. Energies Each Energy Current

(Label) (K) (Substrate) (keV) (10
15
/cm

2
) (pA/cm

2
)

A-1O0 298 Si, SiO 2, HgCdTe 100 2.0 0.19

A-250 298 HgCdTe 250 2.0 0.12

B 298 Si, HgCdTe 50 5.0 0.09
100 10.0 0.12

C 298 Si, HgCdTe 100 2.5 0.25
200 2.5 0.22
300 2.5 0.17

400 2.5 0.04

E 78 HgCdTe 100 0.5 0.037
200 0.5 0.044
300 0.5 0.044
400 0.5 0.036

EXPERIMENTAL DETAILS

Implants of 10B+ ions were done using a model 400 MPR-Veeco/AI ion
implanter with the samples mounted 70 off-axis to reduce channeling
contributions. The ion beam currents were kept low enough to avoid
excessive heating during the implants. The conditions for the implants are
summarized in Table I. The silicon samples were phosphorus doped
single-crystal wafers with (100) or (111) polished faces. Most of the
nominal Hg0 7Cdo 3Te samples were liquid phase epitaxially grown layers
on (lll)-CdTe substrates; however, some bulk single crystals were also
implanted with no discernible differences being found. Si0 2 films were
deposited on a few samples by low-temperature photo-enhanced deposition
methods that were previously described [3].

The NDP experiments were performed with the 20-MW research reactor at
the National Institute for Standards and Technology. The general
analytical procedures have been reported previously [8]. The energy
spectra for the charged particles emitted from the implanted silicon
samples were analyzed with a silicon surface barrier detector. However,
rather severe "pulse pile-up" effects arose when fully depleted detectors
were used for HglxCdxTe samples [3[ that lead to distorted boron
profiles. Consequently, partially biased transmission silicon detectors
with nominal 40 pm thicknesses have been used to obtain the present
boron profiles for the Hgo 7Cd0 .3Te samples with 50 nm full-width
half-maximum resolution.

RESULTS AND DISCUSSIONS

The boron distributions in Si for the Series B and C implants are
presented in Fig. 1 where the NDP results are compared with predictions
from TRIM-86 models (6,71 and the SUPREM II model developed at Stanford
University (lO[. The NDP measured profiles agree fairly well with the
theoretical curves for as-implanted conditions shown in Figs. la and lb.
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Fig. 1. Boron distributions for Series B and C multiple energy implants
into (100)-Si. The measured NDP profiles are compared to
predictions from TRIM and SUPREM II models for as-implanted and
annealed conditions.

However, some minor discrepancies are found. Although two and four peaks
are evident in the NDP results for the Series B and C implants,
respectively, they are not as pronounced as predicted by the models. The
nominal 25 nm instrumental resolution for NDP should not be a significant
factor in these differences. Since the TRIM curves were generated by
summing the separate profiles for each implant energy and dose, they do not
properly account for mixing effects during the sequential multiple-energy
implants. Hence, these TRIM-86 profiles should have somewhat sharper
profiles than the experimental boron distributions. It should be noted
that SUPREM II, which had estimated the profiles in sequential manner,
produces more shallow dips in the boron profiles that correspond better to
the NDP curves. Furthermore, SUPREM II predicts the total shapes of the
NDP curves rather well over the entire range of boron concentration. NDP
data points for negative depths are due to finite instrumental resolution,
while tails below 1100 nm can arise from energy overlap of the secondary
decay process of the boron reaction [8].

Electrical activation of the boron implanted into silicon requires
post-implant anneals [4,5]. Although annealing temperatures around 600

0
C

will essentially remove all of the lattice damage (5], much higher
temperatures are necessary for activation of boron on their substitional
lattice sites [4]. Our previous NDP studies [3] of 

1
0B implanted Si as

well as other measurements showed no change in boron profiles for anneals
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Fig. 2, Comparison of boron profiles in Hg0 7Cdo 3Te from NDP
measurements and TRIM calculations for as-implanted conditions.
Filled symbols correspond to NDP data.

at temperatures up through 600
0
C. In Fig. 1 the influence of 1000

0
C

(Series C) and 1050
0
C (Series B) anneals under flowing nitrogen are

presented in Figs. ld and lc, respectively. The NDP boron profile after
the I hr 10000C anneal of the Series C implanted sample is extensively
broadened compared to the as-implanted distribution. Through the solution
of appropriate diffusion equations, the SUPREM II program predicts the
redistribution of boron as a function of time and temperature. Since the
ma~mum3 boron concentration for the Series C implant does not exceed the
10 cm limit [11], the SUPREN II model gives good agreement with the
NDP measured profile. After the I hr and 2 hr anneals at 10500C, peaks
are found on the NDP curves for the Series B implanted Si samples as
indicated in Fig. lc. Ryssel, at al. (11] have reported very similar peaks
to those in Fig. lc after 1O00C anneals of Si waers that had been
implanted with 120 keV LOB+ to doses above 5xO15cm

2
. For the

very high boron concentrations (Table I) after the Series B implants, the
solid solubility limits (111 have been exceeded for the 1050

0
C anneals

(see, Figs. la and 1c). Consequently, this excess boron apparently forms
precipitates [11) of boron-rich impurity phases which will not become
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Fig. 3. Boron profiles for implants in silicon wafers with photochemically
deposited Si0 2  films: (a) 100 keV B implant (Series
A-100) through a 186 runm film and (b) after post-implant deposition
of a 94 nm film on a Series A-100 implanted bare wafer surface.

electrically active []. While the SUPREM II model qualitatively predicts
the broadening of the Series B profiles following the 1050°C anneals,
SUPREM II does not account for boron concentrations which exceed the solid
solubility limits. Therefore, NDP should be regarded as the more reliable
indicator y the boron profiles after annealing.

The B depth profiles observed in Hg9 7Cd0 3Te after four
different implant series are compared in Fig. 2. As we have reported
previously [121, the NDP and TRIM-86 profiles consistently show good
agreement for this material. Through the use of transmission detectors,
distortions from pulse-pile up during the NDP measurements [3,12] have been
greatly reduced. However, examinations of the NDP curves in the surface
region reveal that some minor distortions still remain (e.g., the finite
boron concentrations external to the crystal surface). Nevertheless, the
overall shapes and absolute concentrations measured by NDP now correspond
more closely to the TRIM-86 predictions than were seen in previous studies
[3]. The boron distributions in Hgo.7Cdo.3Te exhibit the behavior
expected for the various implant energies and lon doses. The four-energy
implants (i.e., Series C and E) produced reasonably flat boron
concentration profiles to a depth approaching a micrometer, in contrast to
the much more asymmetric profile from a single energy implant (e.g., 250
keV for Series A-250).

Fig. 3 illustrates the boron profiles obtained from silicon Wafers with
photochemically deposited [3] Si0 2  films. For a 100 keV lOB+ implant
through a 186 nm thick oxide (i.e., Fig. 3a), the NDP measurements do not
show any discontinuities at the SiO2 -Si interface, which has been noted
previously [2,3]. Both the TRIM-88 and SUPREM II simulations also
indicated little or no significant disruption in the boron content at this
interface and ion dose. The TRIM-88 model predicts the boron peak to lie
about 100 rm deeper than the NDP measured value; however, TRIM-86
calculations for this implant (not shown in Fig. 3a) do overlay with both
the leading edge and the boron peak positions obtained by NDP and SUPREM
II. These results r:e also consistent with the profile predictions from

TRIM-86 for the implant condition in Fig. 3b. Furthermore, the TRIM
generated boron profiles fall off much more steeply than either the NDP or
the SUPREM II curves, although the front side is similar. The overall
prediction of the boron profile by SUPREM II corresponds quite closely to
the NDP results, except for slightly faster decrease beyond the peak for
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this simulation, which is primarily due to NDP instrumental resolution of
rese depths. In Fig. 3b the boron profile obtained after a 100 keV
g
+  

implanted wafer had been coated with a 94 nm SiO film is

shown. Consequently, the low boron concentration implied by the NDP data
for the first 100 nm inside the surface are again due to finite
instrumentol resolution. The TRIM-86 and SUPREM 11 results correspond to
100 keV LuB+ intb bare silicon that were shifted 94 nm inwards to
account for the deposited SiO2 film. Although the simulations both give
reasonable representations for the NDP data in front of the concentration
maximum, they decrease more rapidly (with TRIM falling more rapidly) at the
deeper depths. While the implants were performed in a manner that should
minimize the channeling contributions to the projected boron range, the NDP
measurements suggest a deeper profile than predicted by the models.

CONCLUSIONS

Neutjon depth profiling is a convenient and useful method to assess
boron ( B) distributions in semiconductors after multiple energy ion

implants. The behavior of post-implant anneals on the boron profiles can
be readily determined by NDP and non-ideal effects that are not predicted

by simulation models can be identified. NDP also permits assessment of
boron between oxide films and semiconductor in a straightforward fashion.
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ABSTRACT

The single crystal diffractometer at LANSCE, SCD, provides an ideal ca-
pability for the study of preferred orientation in geological samples by time-of
flight(TOF) measurement of pulsed neutrons. The 2-d position sensitive neutron
detector with the large wave length range allows one to measure the complete dis-
tribution of intensities for several poles very quickly. Each histogram covers about
IE2/16 radians of reciprocal space and contains information from all possible poles
visible with the wave length range used, usually about 0.5 to 5.oA. With this
method complete pole figures of many lattice planes can be constructed from only
12 to 20 sample orientations as compared to over 1000 sample settings per lattice
plane using conventional diffractometers.

Pole figures from measurements of experimentally deformed standard
samples of calcite and quartzite with a known history of deformation provide in-
formation about deformation mechanisms and their temperature/strain history.
This information can be applied to interpret preferred orientation of naturally de-
formed rocks.

INTRODUCTION

In many of the rocks composing the Earth's crust, mantle and core, mineral
crystals display a preferred orientation distribution or texture. Among various
origins of texture such as growth, flow of rigid particles in a rigid medium, re-
crystallization and dislocation glide, the latter is by far the most important mech-
anism. Rotations of crystals due to slip produce strong preferred orientation dur-
ing tectonic deformation of the crust or during convection in the mantle. An un-
derstanding of texture development by plastic deformation helps us to understand
dynamic processes within the earth. Also texture development produces
anisotropy, eg. of seismic wave propagation, which needs to be taken into account
for a quantitative interpretation of the earth's structure. One prerequisite in using
textures for indicators of the geological history and structure is a need for quanti-
tative texture measurements.

Traditionally X-ray diffraction has been used and this is sufficient for many
applications. However neutron diffraction has some unique advantages for quanti-
tative texture determinations. Weak absorption allows integration over sample
volumes rather than surfaces. Also complete pole figures can be measured without

Mat. Res. Sc. Symp. Proc. Vol. 164. 01990 Materials Research Society



intensity corrections. With position sensi-
tive detectors large ranges of the 20 spec- "
trum can be scanned at once and many 0
poles recorded simultaneously. The time-
of-flight measurements of pulsed neutrons
combined with a 2D position sensitive de-
tector offer the additional advantage of
being able to scan large pole figure sectors
of many pole figure simultaneously. We
illustrate applications of this technique -
with experimentally produced quartz and
calcite textures and the texture of a fluor-apatite sample from a dinosaur bone. Figure 1. Schematic diagram illustrating the

experimental setup of the SCD instrument at
LANSCE. The sample is mounted on a two

EXPERIMENTAL PROCEDURE circle goniometer with a fixed X-angle and the
detector centered at 20=900 with the e-axis

The single crystal instrument at tilted 450 from the o)-axis. Sample to the
LANSCE is shown in Figure 1 (1]. This 25x25cm detector distance is 25cm.

unique instrument uses a 2D position
sensitive area counter positioned such that the 0 axis makes an angle of 450 with
the o axis and the X axis permanently set at 600. Use of this instrument for pole
figure measurement is described by Wenk, et al.[2].

This instrument can be used to examine about 80% of a sphere of reciprocal
space. Only a small region on the bottom of the sphere is occluded. The reciprocal
space coverage in the radial direction is illustrated in Figure 2 and Figure 3 shows
the coverage of reciprocal space normally used for complete pole figures. Each
histogram covers an area about 250 parallel to 0 and about 50° perpendicular to 0.

The best way to handle the variation in detector efficiency, the geometric
correction over the face of the detector and the variation in intensity due to the
thermal neutron spectrum is to measure an isotropic sample and use its intensity
data to calibrate or normalize the data. This can be approximated by summing the
pole figure data from all histograms to obtain a self calibration. The only re-
quirement in this is that the features in the
pole figure be broad enough to provide a ofu,6fCounter

reasonable average value for all points on
the detector.

Since the samples being examined 220

on SCD are about 10 mm3 in volume and
the entire sample is placed in the incident
beam, no corrections are needed for
changes in the sample volume due to the
angle of the incident and diffracted beams . .
with respect to the sample surface. In ad- MIS
dition no unusual background should arise Figure 2. Diagram of a FCC reciprocal lat-

and for samples lacking a strong incoher- tice showing races of powder lines from lat-
ent scatterer the background is negligible, tice points and coverage of a histogram with

the $CD detector.
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as is the absorption for most geological
materials.

The d-resolution obtainable on the
LANSCE SCD instrument is dependent on
the detector to sample distance, and in the
setup usually used is Ad/d = ca. 0.01.The
major contribution to AM/d is the detector
resolution and the effect of this can be
easily improved by moving the detector
from 25cm to 50cm. This however causes
a decrease in pole figure coverage by a
factor of about four. At 50cm the detector
contribution to Ad/d is ca. 0.005. With
this resolution and a good peak to back-
ground ratio, measurements of pole fig-
ures for low symmetry geological materi- Figure 3. SCD detector coverage used to
als having many closely spaced and weak collect complete pole figures. An equal area
diffraction peaks should be feasible. plot.

RESULTS

The first example is an experimentally deformed limestone, CaCO3.
Deformation of 35% was in pure shear, at 400°C. The sample used in the texture
analysis was a cube 0.8 cm on the side. The diffraction pattern of this trigonal
mineral is considerably complex with five diffraction peaks in the range of inter-
est between d=1.75 and 4.5A (Figure 4). This sample is currently used as a "round
robin" to determine the reliability of neutron diffraction pole figure determina-
tions [3]. In Figure 5 LANSCE pole figure results are compared with measure-
ments at ILL Grenoble with monochromatic neutrons and a 1-d position sensitive
detector. Apart from a rotation difference which is due to a different sample ori-
entation, pole figures are virtually identical, even for the very weak pole figure
110 for which counting statistics are poor.

The second sample is a mixture of 75% quartz and 25% muscovite, experi-
mentally compressed by 60%. The quartz
diffraction pattern is similar in complexity
to calcite (Figure 6). Notice the weak
diffraction peaks for muscovite which are
barely above the background. Due to the - 0

axial symmetry of the deformation exper- F
iment and correspondingly of the pole fig-
ures, intensity profiles from parallel to
perpendicular to the common axis are all
that is necessary to describe the preferred I , , . .
orientation. With the detector window of d-sapdng A
250 by 50* and ten sample settings we Figure 4. d-spectrum for limestone stan-
covered a large range (Figure 7). This was dard sample, K433, experimentlly deformed

by H. Kern, Kiel.
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useful to establish an overall axial symmetry, also to note local deviations over
which we were able to average. Texture profiles for quartz and muscovite are
shown in Figure 8. From six partial pole figures we then calculated an inverse
pole figure of the compression direction with the WIMV algorithm [41 which we
present in Figure 9. The pole figure inversion shows good resolution with error
values of less than 0.5% and is consistent with earlier observations [5]. With tex-
ture determinations on 4 samples of different composition and different degrees of
deformation we could document that preferred orientation of quartz increases
moderately in strength with increasing strain and is attenuated by interspersing
muscovite in the sample.

LANSCE
012 ~104 0'1

GRENOBLE

Figure S. Comparison of five pole figures for experimentally deformed limestone,K433. Top
was measured by TOF at LANSCE, bottom by monochromatic neutrons at ILL, Grenoble.
Contours are in multiples of a random distribution, contours interval is 0.2, dotted regions are
below I m.r.d., equal area projection.

A third geological sample is of bio-
logical origin, A fossil bone from .- di-
nosaur found in the Seismosaurus locality -
in the southeastern San Juan Basin, cSandoval County, New Mexico shows a _EO Zr U, 3'
strong fabric of fluorapatite, CasF(P0 4 )3 O
with c axes aligned in a single maximum, ____4.0_ 41

Figure 10, (002), and a and b axes dis- 2.0 25 30 35 0 4.5

tributed uniformly in a girdle perpendicu- d-spadn A
lar to the c axis maximum, Figure 10, Figure 6. d-spectrum of a 75% quartzite,
(310). The example demonstrates that the 25% muscovite mixture, Q505, deformed ex-

perimentally by J. Tullis, Brown. Noticeoriginal bone structure and the alignment weak peaks for muscovite.
of crystallites is still preserved after 140
million years.
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CONCLUSIONS

The SCD and TOF neutron measurements at LANSCE were used to mea-
sure preferred orientation of geological materials with complex diffraction pat-
terns. The method is efficient (about one hour per histogram), particularly for low
symmetry compounds where the whole of reciprocal space is covered and should
therefore also be attractive for ceramics such as high temperature superconductors
[6]. At this point the experimental method could still be improved by allowing for
larger samples and detectors with a wider coverage, e.g. of cylindrical shape. The
data analysis should be extended to enable integration and deconvolution of over-
lapping peaks. Also measuring time could be reduced by sparser coverage of the
pole figures which will require modifications of the algorithms to calculate the
orientation distributions.

100 10 I 10 ,Vo-.. 102 0

Figure 7. Partial pole figure coverage documenting approximate axial symmetry, equal area
projection.

(001)

OM~llO"

1.2 gAr ll

(010)

0.4

0.0
0 to 20 o 40 so so 70 to to (100)

Figure 8. Pole density profiles for quartz Figure 9. Inverse pole figure for quartz in
from parallel to perpendicular to the corn- experimentally deformed quartz-muscovite
pression axes for selected diffraction peaks aggregate. Contours are in multiples of a
in m.r.d. The profiles were averaged from uniform distribution.
pole figures in Fig. 7.
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STRUCTURE AND DYNAMICS OF GLASSES AND LIQUIDS

DAVID L. PRICE

Argonne National Laboratory, Materials Science Division, Argonne, IL 60439

INTRODUCTION

Neutron scattering has proved to be a powerful tool in the study of glasses and liquids:
structures are investigated by neutron diffraction, and dynamics by inelastic neutron scattering.
Evidence of current interest in this field is provided by the new instruments for diffraction from
amorphous systems being constructed at IPNS1 , ISIS2 and the R2-reactor at Studsvik3, in
addition to existing instruments such as the D4B diffractometer at ILL 4.

Struct

This is the simpler case and we discuss it first. A typical diffraction measurement is shown
schematically in Fig. 1. We describe an incident neutron by k0 , a vector in the direction of the
beam with magnitude 2rA0 where X0 is the mean wavelength, and a scattered neutron by a wave
vector k1. A typical scattering event is described by the scattering vector

Q = ko - kl. ()

ktII DETECTOR
SOLID ZANGLE DTCi

-0 NEUTRONS

TRANSMITT-ED
SOURCE INCIDENT i SAMPLE NETRNSIE

SL NEUTRONS SAPE NEUTRONS

Figurl I
Schematic diagram of a neutron scattering measurement.

The count rate in the detector is given by the differential cross section ds/dW multiplied by some
trivial experimental factors. For neutron diffraction, dc/dO is very simply related to the static
structure factor S(Q) which is a fundamental property of the sample, independent of the details
of the scattering experiment:

d_ = S2 S(Q) + S- ,(2)
do

Mat. Rs. Soc. Symp. Proc. Vol. 166. 11990 Materals Research Society
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where -2 are the mean and mean square scattering amplitudes of the nuclei comprising the
sample. We generally assume that the scattering is mainly elastic, k1- ko, and so only one
quantity, ko or k, or some combination of the two, needs to be measured. In practice this is only
an approximation and "Placzek corrections" have to be applied to take care of this fact 5,
especially when light atoms am involved.

S(Q) can be written simply in terms of the paricle density operators in reciprocal space

(3)

where R1(t) is the position of particle i at time t:

S(Q) = N < p(-Q,0)o(QO)> (4)

where < > represents a thermal average,

N Ci Q 0 (R (0) - K1-(0)).

Thus, S(Q) represents the instantaneous correlations in particle density, averaged over the
system.

A convenient starting point for considering the structure of disordered systems is the
concept of dense random packing of hard spheres (DRPHS)6. The structure factor describing the
arrangement of spheres of diameter d is uniquely determined by the packing fraction

(6)

where P-1 (7/6)4 is the volume per particle. Dense random packing corresponds to the
maximum value sI=0.637, or d, - 1.162 c. S(Q) can be evaluated by numerical methods, or
analytical approximations such as the Percus-Yevick method, for such a system, and turns out to
be an excellent approximation for most simple liquids, including rare gases and metals, as well as
many metallic glasses. As an example, Fig. 2 compares the S(Q) measured for liquid Rb with the
DRPHS model7: a--4.3 A was chosen to give the best fit, while in corresponds to the measured
value of the number density p. through Eq. (6). The main peak is seen to be at Q a = 6.5, a
typical value for a hald sphea close to the dense random packing limit.

Most glasses have two or more components, which introduces a complication in that an n-
component system is described by n(n+lY2 partial structure factors Sab given by

A. -
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2.4

1.6

.5

I.

2 4 6 8 Vw 12 14 16 0 --D

Fr 2

liquid Rb at 400C (from Ref. 7).

Sab(Q) = 1 < pa(-Q,0)pb(Q,0 ) >.- (7)

The measured differential cross section is then an average of the Sab weighted by the appropriate

products of scattering lengths. In many cases, it turns out that the DRPHS model is still a good

description if the hard sphere diameters arm chosen appropriately for the two components. In

some cases, however, an additional peak in the structure is observed at smaller Q, especially

when there is an appreciable difference in the scattering lengths of die two components. Fig. 3

shows an example of this case for glassy TiZr (ref. 8), where there is a peak in the structure

factor SCC(Q)/cic2 = (C2S!1I + CjS22 - 2(cjc2)l/2Sj2) at Q=2.0 A in contrast with the main peak

in the structure factor SNN(Q = (cjSlj + c2S22 
+ 2(clc2)1/2S,2) at Q=3.0 A which represents the

6 666

Nuar6o Alloy Glass

4

" 5SNN(O )

~SCC(O) ICNC7!

SNC(Q)

6. 10 *2 *45 *

0 (A"|  -

Figure 3
partial structure factors SN r, Sc h and SNc for Niatl60 alloy glass (Ref. 8).
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DRPHS peak. The peak at lower Q represents the effects of chemical short-range order (CSRO)
and has a similar origin to the first peak observed in liquid alkali halides, for example, when the
two scattering lengths are appreciably different. Typically, the pre-peak is observed at Q values
given by Q r1- 5,where r, is the nearest-neighbor distance (- a for the DRPHS model).

In many glasses and liquids we observe a peak at still smaller Q. An example is given in
Fig. 4 where the structure factors for both glassy and liquid GeSe 2

9 reveal a peak at Q -I A-', or
Q r, - 2.5. This "first sharp diffraction peak" (FSDP) is observed in many glasses and complex
liquids, usually at very similar values of Q r. 10 It is characterized by anomalous behavior in
several properties, compared with the remainder of the structure factor, including dependence on
temperature, pressure, components and thermal treatment 1.

2.0 . . . .

1.5

O -1.0

0.5

0.0 . . . . ' , , , , , ,

0.0 5.0 10.0 15.0 20.0

Wavevector Q (l/A)

Figure 4
Structure factors S(Q) for glassy (solid line) and liquid (dashed line) GeSe2 (Ref. 9).

Fig. 5 shows the Q values for significant peaks in tht icture factors of several glasses and
liquids scaled with respect to r, and d.. The figure shows the grouping into the three classes of
peaks discussed above, namely DRPHS, CSRO and FSDP. 10

The physical origin of de FSDP raises interesting questions. In molecular glasses and
liquids, it can be understood in terms of the random packing of molecules or other structural
units, for which the structure factor is given by12

S(Q) = fl(Q) + f2(Q) [S(Q) -11 (8)

where S(Q) is the DRPHS solution for spheres circumscribing the structural units and fl, f2 are
form factors for the units themselves. Usually S,(Q) is rising sharply and the f(Q)'s falling
sharply where the two functions cross, giving rise to a sharp peak in S(Q) that is very sensitive
to small changes in structure. For network glasses, such as GeSe2 and SiO2, the interpretation is
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/7

o /

Figure 5
Wavevectors Q, of peaks in the structure factors of some liquids and glasses, scaled by nearest-

neighbor distane r, and mean atomic spacing d, The ful line represents the limit for dense
random packing, d, = 1.162 r, (from Ref. 10).

not so clear. It is possible that the same picture holds with regard to intermediate-ange structural
entities such as large rings in the network. Support for this view comes from Molecular
Dynamics (MD) computer simulation" of GeSe2, where it is found that Ge-Ge correlations in
the range of 10 A are primarily responsible for the peak. The MD results also explain the
anomalous temperature dependence, namely that the decrease in available volume in cooling
frustrates the formation of intermediate-range order and leads to a decrease in the peak height

We now investigate whether dynamic properties, measured for example by inelastic
neutron scattering, can shed light on the pblem of intermediate-range order and other aspects of
glass and liquid structure. In inelastic scattering measurements we no longer assume that k, - ko
but measure directly the energy transfer

Ent2k9 *2k0
E _- _.- 2L

2m 2m (9)

In this case the count rate is measured as a function of two variables, Q and E, and is given by
the double differential cross section

dam ko X) Si(EJ, (10)
where S,(QE) and Si(QE) are the coherent and incoherent scattering ftinctions. Here we are
interested in the coherent function, which tells us about the time development of the correlations
in particle density:
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where S,(QXE) and Si(QE) ar the coherent and incoherent scavering Jfuwdons. Here we are
interested in the coherent function, which tells us about the time development of the correlations
in particle density:

S(QE) = c p(-Q,O) p(Q,t) > e-i E t/ dt.

For solids, whether crystalline or amorphous, S(QE) is dominated by elastic scattering in
which the neutron recoils from the sample as a whole, without measurable loss of energy. For a
harmonic solid, this is given by

Scja (QE) = Sri(Q) (E) (12)

where the elastic structure factor is

Sa (Q) = . (Wa+ W i Q (i-i)
(13)

and i, j represent the equilibrium positions of particles i and j. The first factor after the
summation sin in Eq. (13) is the Debye-Walter factor, a slowly varying function of Q,
expressing the effects of thermal displacements about the equilibrium positions. We see that the
total and elastic structure factors, Eqs. (5) and (13), ae similar in form but mean different things.
Sometimes this difference can be exploited"4.

In Fig. 6 we show an example of S,(QE), measured for a-GeSe 2 14 . The scattering is
clearly dominated by the elastic scattering, which has a somewhat similar profile to the S(Q)
shown in Fig. 4.

600.0"

"0 o .o

0 0 2.

60 03.0

Figure 6
Scattering function S(Q,E) for a-GeSe2 at 13K (Ref. 14).
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The inelastic scattering for an amorphous system described by a continuous and in general
slowly varying function of Q and E. For most solids it is dominated by the one-phonon
scattering

SC, I (QX) Sc;(Q) O(E ±bai.
(14)

The coherent one-phonon structure factor for the mode X is given by

C,x(Q) (same factors as Sd5~ Q~ Q jn +> (5
N ij (M i Mpl12  

(I

where oJL. ejX and n;, represent the frequency, displacement vectors and thermal population for
the mode ,. The phase factor (see Eq. (13)) and scalar products in Eq. (15) give Scx(Q) a
characteristic Q variation for a given .

Fig. 7 shows the inelastic scattering measured for a-GeSe 2
t 4. Structure can be observed,

varying with both E and Q. To investigate this in detail, we investigate the scattering over a range
in Q (2.0 - 7.5 A-1) to obtain the effective one-phonon density of states shown in Fig. 8.

20-07,

0.0

<, .0

60 0.0

Figure 7
Scattering function S(QE) for a-GeSe 2, with the elastic region

suppressed to highlight the inelastic scattering (Ref. 14).

The symbols v) identify the vibrational modes of the Ge(Sel,2)4 tetrahedron which is the basic
building block of this glass. The identificatiorn of each mode X can be confirmed by calculating
Sc,.(Q) for that mode and comparing it with the variation in Q of the scattering observed at E =
hoi%. This is done in Fig. 9 for die breathing mode at E = 26 meV (v,) and excellent agreement is
seen to be obtained.

4r
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GeSe2 1-nnDOS

73 892629

S20

0 5 9) Z 20 25 '30 35 40 45
E(meV)

Figure 8
One-phonon effctive density Of stales for a-Ge c. The labels

attached to various features give the frequency in cm-i; the
symbols V), X--1-4, give assignments in termis of a

(Je(Sel/2)4 tetrahedron (Ref. 14).

We should like to proceed further to identity the two components in this mode resolved by recent
Raman scattering and ascribed to intermediate range order15 : at present this appears extremely
difficult to do.

GeSe2 - NIS

2.00

1.75

1.50 -Ez25.91 nieV

1.25

I> 1.00

C0.75

0.25

0 1 2 3 4 5 6 7 8

Figure 9
One-phono stMr factor S,.(Q) for the breatinig mode v, in a-GeSe 2.

Ozvles: measurement at E-.25.91 veV; solid line:
cubic SPlIne fit to measured data; dashed line: calculation

for an isolated Ge(Scl2 )4 tetrahedron (Ref. 14).
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Concluins

Neutron diffraction is a powerful tool for investigating the atomic structure of amorphous
systems. In particular, the various types of ordering - had-sphere packing, chemical short-range
order and intermediate-range order caused by the presence of structural units, can be identified.
The origin of the intermediate-rangc order in certain amorphous solids, for example oxide and
chalcogenide glasses, is a controversial question. The measurement of phonon densities of sates
and structure factors with inelastic neutron scattering may shed some light on this problem
coupled with computer simulation techniques such as molecular dynamics.
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ABSTRACT

A combination of small angle scattering (SAS) and neutron
spin-echo (NSE) spectroscopy is used to characterize the
structure and dynamics of polymeric silica aerogels during
sintering. The SAS data indicate that densification at short
length scales precedes the densification at longer scales
(comparable to that of the pore structure). Interpreted within
the fracton model, the NSE data are consistent with an initial
decrease in connectivity during relatively early stages of
densification.

INTRODUCTION

It has recently become clear that weakly connected porous
solids display unusual low-energy vibrational excitations [1-5].
The concept of fractons first advanced by Alexander and Orbach
[41, stands as the most reasonable model for the origin of these
excitations,. Fractons occur in fractal structures and are the
analog of phonons in ordered systems,

By studying a series of aerogels synthesized by different
pathways, we have associated the frequency dependence of low-
energy excitations in aerogels with connectivity[6]. In
particular, highly branched systems display large spectral (or
frActon) dimensions, approaching three for dense compact
materials. As the connectivity is decreased, however, (say by
removing bonds in a random network) the spectral dimension
decreases. Fracton analysis, therefore, provides a means of
measuring the connectivity of a network.

In this paper we analyze both the structure and
connectivity of a polymeric silica aerogel during sintering Lr,

dense solid. We use small angle x-ray and neutron scattering
assess positional correlations and neutron spin-echo
spectroscopy to assess connectivity via the density of states
associated with the low-energy excitations described above. W,
observe unusual features in the dynamics of polymeric aeroqelr
that suggest the connectivity actually decreases during the
early stage of sintering.

GROWTH AND STRUCTURE OF POLYMERIC AEROGELS

We are particularly interested in porous solids whith h,ri-
a unique polymer-like structure. In general, however, it. i%
difficult to make a porous solid from a polymeric precur:r

MaL ReO. Soc. Symp. Proc. Vol. 166. ,16O Materils Rewarch SocIety



because during the drying process even branched polymers lack
sufficient rigidity to resist collapse. In general, therefore,
porous solids are always quite dense and compact on short length
scales. The exception to this rule occurs when certain
polymeric aerogels are made from highly branched precursor
monomers [7,8]. Aerogels are made by solution polymerization of
a soluble monomeric silicate followed by super-critical solvent
extraction from the resulting gel.

By manipulating the synthetic protocol in the precursor
gel phase, it is possible to prepare polymeric aerogels with
sufficient branching (ramification) on a short length scale to
resist collapse during drying. Polymeric materials can be
prepared by a two-stage synthetic process (8,93, first reacting
the monomeric silicate under acid catalysis and subsequently
under base catalysis. Branched polymer molecules are formed
under acid catalysis via cluster-cluster aggregation. The
clusters lack sufficient rigidity to form aerogels. By
switching to base catalysis in the second stage, however, the
small precursor clusters densify sufficiently to impart adequate
local rigidity. Under basic conditions there is an initial
prejudice toward a monomer cluster growth leading to short scale
compaction of the growing clusters. When all the monomers are
exhausted, however, the system converts to a cluster-cluster
process leading to branched polymer structures [10].

Figure I includes the small-angle x-ray scattering curves
for two-stage polymeric aerogels. The limiting slope of -2.2
indicates branched polymeric structures for spatial dimensions
between 10 and 100A.

STRUCTURAL CHANGES UPON SINTERING

Figure 1 shows the changes in the small-angle scattering
profile during sintering

at 950
0
C. After four - MR

hours the scattering CD
curve is nearly unchanged i MR
except for a slight E MR
enhancement of the .
intensity and a somewhat
steeper slope at high Q.
The enhanced intensity is z
probably due to an W4.0
increase in scattering
length density as the t
organics are burned off K

yielding pure SiO The

crossover to steeper Z
slope at large Q (not 0*001 0.01 0.1
very evident below Q =

0.1A-1 ) is consistent
with the formation of
compact structure on the FIG 1: CHANGE OF SMALL ANGLE PROFILE
10A length scale. A DURING SINTERING OF POLYMERIC AEROGEL
limiting slope of -4
indicates a sharp
interface at the pore
surfaces.



357

After sixteen hours, there is distinct evidence of compact

structures on length scales approaching 50A. In addition, the

increased slope at intermediate length scales signals an

increased fractal dimension of the polymer-like network.
As sintering proceeds, the entire scattering curve changes

character leading to a limiting slope of -4. At this point,
there is no evidence of any residual polymer structure so the
structure should be simply viewed as an interconnected solid
consisting of fully dense SiO 2 and unoccupied pores with smooth

interfaces between them.
The general evolution of the scattering curve is

consistent with the conventional ideas concerning sintering
[11]. Short length-scale structure disappears first by forming
compact droplets. The droplets develop by "chewing up" density
fluctuations at longer and longer length scales until the
network structure evolves into a conventional glassy phase. The
final stage of sintering (not studied) then involves the
surface-tension-driven elimination of internal surfaces.

VIBRATIONAL DYNAMICS AND SINTERING

We have studied the development of the vibrational dynamics
in polymeric aerogels via neutron spin-echo spectroscopy. In
this method one measures the self-intermediate scattering
function, S(Q,t). For coherent scattering in the harmonic
approximation, S(Q,t) is directly related [12] to the
vibrational density of states g(i).

S(Q,t)/S(Q,O) = exp[2W(Q)S(Q) (l-y(t))] (1)

where

y(t) = fd - I n(O) g(w) exp(iwt) (2)

where n(w) is the Bose factor, 2W(Q) = Q2 y(O) is the Debye-

Waller factor.
The form of g((O) depends on the nature of excitations.

g(w) goes like c2 for phonon excitations and 0) d- for fractons
(41 where d is the spectral dimension.

The spectral dimension d is sensitive to the connectivity
of the sample and provides information that is distinct from thr
fractal dimension D. The former is related to network topology
whereas the latter is related to positional correlations. For
example, ideal gaussian chains and lattice animals are both
described by D = 2.0. The former, however, has linear
connectivity leading to d = 1.0 whereas the latter is branched
leading to I < d < 3.

Figure 2 shows the measured dynamic structure factors
where the lines represent a simple model involving phonon
excitations at long times and fracton excitations at shorter
times. The data were fit to the empirical function given by
Eq. (3), which is consistent with a phonon-fracton crossover

I



This function is also found to fit the data for non-fracton
excitations as well:

0)2

g((0) (3)

[(3-d)/21

The fits of 1.2 , i I , *
equations (1-3) to the
data in Fig. 2 reveal 0 00 "00
an interesting V 0  ¢ 2
development during the
course of the 0.8D
sintering. The 0
measured spectral
dimension for the 3 0.6
unsintered sample, d =

1.5, is consistent with 0.4
a branched topology.
After pyrolysis for 2
hr at 500'C, d decreases 0.2 hr.

to 1.2. After Q=1.5A-1
sintering for 20 hrs, 0
low-energy modes -3 -2.5 -2 -1.5 -1 -0.5 0 0.5
disappear completely.

What is surprising log t (nsec)
is that the measured
spectral dimension FIG 2: NEUTRON SPIN ECHO DATA FOR VIRGIN
decreases when the AND PYROLIZED AND SINTERED POLYMERIC
organics are pyrolyzed AEROGELS
by treatment of the
virgin sample at 500'C for two hours. Within the fracton model,
The decreased value of d implies decreased branching. It should
be recognized that this decrease in branching relates to very
large scale structures, an order of magnitude larger than the
SiO 2 molecular building blocks [6].

Unfortunately, we do not have data at intermediate levels
of sintering. It is possible that the system passes through a
rigidity threshold [13]. At a critical value of d, low-energy
excitations would be strongly suppressed as the network becomes
rigid.

In the latest stages of sintering, curve C of figure 2,
low-energy excitations completely disappear consistent with the
dense, fully connected structure of SiO 2 .
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Figure 3 shows the small-angle neutron scattering profiles
of the actual materials used in the dynamics study. Although
the development of the data is similar to Fig. 1, the virgin
aerogel was fully deuterated and had a fractal dimension of 2.5,
somewhat larger than the sample used in Fig. 1. The differences
arise because the final value of D depends sensitively on the
degree of aging prior to supercritical extraction.
The pyrolyzed (2 hr 5000 C)

and sintered (20 hr 950 0 C) VIRGIN' d . .
samples in Fig. 3 were %

protonated aerogels. The 2 HR 500C -2.5
curves in Fig. 3 are
shifted in the ordinate for U) '

clarity. 20 HR 95 °C

CONCLUSION z

I-
A combination of Z

small-angle and NSE data
shows that sintering occurs 40
via the formation of

compact structures first at
short length scales then
proceeding to larger 0.001 0.01 0.1
scales. During the initial
development, however, this o(A "1)
system shows a lower
spectral dimension FIG. 3: SMALL ANGLE SCATTERING
consistent with a more PROFILES FOR SAMPLES USED IN NEUTRON
weakly connected structure. SPIN-ECHO EXPERIMENTS.
We speculate that the early
compact short range
structure develops at the
expense of weak links in the network. As NSE is sensitive to
long-range network excitations, the data reveal that this long
range network becomes less connected as the system densifies at
the shortest length scale. This general development is
consistent with the concept of Ostwald ripening where weak links
between clusters would be sacrificed in favor of enhanced
bonding at short length scales.

Although we have no data between 4 and 16 hours sintering,
it is reasonable to believe that the structure would develop
from a polymeric to a colloidal microstructure. We have shown
that aerogels with a colloidal microstructure show unphysical
negative values of d corresponding to a peak in the density of
states [6]. We can speculate then that empirical parameter d in
Eq. (3) changes smoothly during the sintering process from about
1.5 to a value less than 1. This transition involves first the
sacrifice of weak links in the polymeric network to form the
colloidal microstructure. Compacting of the colloidal structure
then eliminates the low energy excitations altogether consistent
with curve C of figure 2. Clearly, a full analysis of this
problem requires substantially more data during the intermediate
stages of sintering
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ABSTRACT

Hydrogen vibration spectra have been measured by neutron
scattering for several amorphous semiconductor materials,
including a-Ge:H and a-SiC:H samples containing about 10 at. %
H. The data for a-Ge:H are compared in detail with the results
of realistic computer simulations.

INTRODUCTION

The inclusion of hydrogen plays a key role in improving
the electronic properties of amorphous semiconductors, making
them suitable for photovoltaic device applications by
passivating defects intrinsic to the unhydrogenated materials.
Vibrational spectroscopy has often been used to characterize
the local bonding configurations of the H atoms in materials
such as a-Si:H and a-Ge:H. The most commonly employed methods
are infrared (IR) absorption and Raman scattering, although
their interpretation is complicated by complex transition
probabilities whose effects are frequently ignored. Neutron
scattering offers the significant advantage that these effects
are absent, directly yielding a physically relevant vibrational
density of states which can readily be compared with
theoretical calculations.

In this paper, we report measurements of the vibrational
spectra of a-Ge:H and a-SiC:H, obtained by time-of-flight
neutron spectroscopy. The results are compared with
calculations based on realistic computer-generated structural
models. Most prior theoretical calulations have used
simplified models involving Bethe lattices, or random network
models with small numbers of atoms. Our calculations employ
models containing several hundred atoms, obtained by molecular
dynamics methods.

EXPERIMENT

The samples of a-Ge:H and a-SiC:H, produced by reactive rf
sputtering in an Ar/H 2 atmosphere, contained 10-12 at. % H.
The H content was determined by comparing NMR signals with a
standard H20 sample. The neutron measurements were carried out
at room temperature, mainly on the IN4 time-of-flight (TOF)
spectrometer at the Institut Laue-Langevin, Grenoble.
Additional data were obtained on the TOF spectrometer operated
by the Karlsruhe neutron scattering group at the Melusine
reactor of the Centre d'9tudes Nucldaires de Grenoble.

Mat. Res. Soc. Symp. Proc. Vol. 166. 11990 Material* Research Society
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Hydrogen has a large scattering cross section (about 80
barns/atom) for neutrons, while those of Ge (8.4 barns), C (5.6
barns) and Si (2.1 barns) are much smaller. The weighting of
the partial densities of states for each atomic species when
measured by neutron scattering is proportional to the
scattering cross section divided by the atomic mass, so that,
in an integral sense, the measured densities of states are
totally dominated by the H contributions when the H
concentrations are as high as 10 at. %. However, most of the H
spectral densities appear above 50 meV where major bond-bending
and bond-stretching modes appear. Below this energy, the H
atoms tend to be passive "riders" on the modes of the heavier
atoms. What this implies is that for our a-Ge:H sample, the Ge
scattering is comparable in strength to the H scattering below
35 meV (near the maximum Ge frequency), but is negligible at
higher energies.

The spectrum obtained for a-Ge:H is shown in Fig. 1. The
quantity shown is the "neutron-weighted", i.e., cross-section
and inverse-mass-weighted, density of states which can be
readily extracted from the observed inelastic neutron
scattering. The data have been carefully corrected for multi-
phonon scattering. As discussed above, the spectrum is
essentially the H partial density of states, except below 35
meV, where the Ge scattering is appreciable. The dominant peak
at 70 meV comprises most of the H motions of Ge-H bond-bending
character. Its substantial width (7 meV, compared with a
resolution of about 3 meV in this region) suggests considerable
variation in the local H-bonding geometry. In the lower
frequency range, the peaks at 12 and 32 meV are the analogues
of the TA and TO peaks in the unhydrogenated a-Ge material.
The weak feature at 14 meV is the Cardona local mode (1-3],
which has been studied in detail by Raman and IR spectroscopy.

The most noteworthy features in Fig. 1 lie between 40 and 58
meV (322 and 468 cm-1), where two unexpected weak peaks occur.

Iha(cmi)

100 200 300 400 500 600 700

+

a- +

+01

0 20 40 60 80

'h (meV)

Fig. 2. Experimentally measured partial vibrational density of
states for H modes (H-PDOS) in a-GeH 0.11 .
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The existence of these features was checked by making two
separate measurements on different instruments with different
incident neutron energies. We believe that this is the first
observation of structure in this region. In the following
section, an interpretation of these features will be given in
connection with our a-Ge:H model calculations. The features
occur in a window of energies between the highest Ge vibrations
at 37 meV and the 60 meV lower edge of the H bond-bending peak.
Such a window does not occur for a-Si:H, where the higher-
frequency Si vibrations extend nearly to the bottom edge of the
H bond-bending band. We have previously reported (4] neutron
measurements on a-Si:H. The qualitative appearance of the a-
Si:H spectrum is similar to that of a-Ge:H, except in the 40-58
meV window region.

The partial density of states measured for H modes in
a-SiC:H is shown in Fig. 2. In this case, one obtains
unusually clear structural information which is not dependent
on interpretation via model calculations. The dominant peaks
at 80 and 120 meV are, respectively, the features associated
with Si-H and C-H bond-bending motions. Because the peaks are
of roughly equal strength, one can conclude that, in this
particular sputtered sample, H is bonded in roughly equal
amounts to C and H atoms. This is an example of how the
absence of complex transition probability effects in neutron
scattering can facilitate the interpretation of vibrational
spectra.

thw (cm
"')

200 400 600 800 1000 1200

+

Fig. 2. Experimentally
+ determined partial

+ density of states for H
-+ + + modes in a-SiC:H,

+ containing about 10 at. %
S + + +hydrogen.

0 + +

+ +

I I +4-

0 40 80 120 4

tw (meV)

COMPUTATIONAL METHODS

The calculations proceed in several steps. The first and
most difficult step is the generation of large, realistic
structural models of a-Si and a-Ge via molecular dynamics
simulations of quenching liquid Si or Ge from the melt. These
simulations were performed with separable two- and three-body
potentials developed by Biswas and Hamann (5], yielding N-atom
structures (N-512 and 2000), with periodic boundary conditions,
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as described in detail (6] by Biswas, Grest, and Soukoulis
(BGS). The bond length, bond angle, and dihedral angle
distributions are similar to those of the Wooten, Winer, Weaire
(W3) model [7], which was generated by Monte Carlo methods.
The vibrational densities of states for a-Si, calculated from
the BGS models, are in very good agreement with neutron
measurements, and reveal some novel localization behavior at
low frequencies (8].

A characteristic feature of the BGS models is the presence
of coordination defects consisting of two-, three-, and five-
coordinated atoms (1, 34, and 52 in number, respectively, in
the 512-atom network). The presence of the dangling bond sites
provided a natural way of incorporating H into the network,
yielding an amorphous network with 5.3 at. % H (NH=29 ,
NGe=512). This small number of H atoms led to considerable
statistical variation in the calculations of the H partial
density of states. In order to improve statistics and to mimic
known structural features of sputtered amorphous Ge, we
incorporated more H by introducing spherical voids in the the
a-Ge networks, leading to many dangling bonds and consequently
H sites at the void surfaces. H atoms were placed at the
dangling bond sites so that H-Ge distances had the known value
of 1.54 A, and were as close as possible to a tetrahedral
position vis-a-vis the Ge-Ge back bonds. H atoms which were
less than 1 A from other H atoms, or less than 2 A from other
Ge atoms, were removed, thus leaving some dangling bonds in the
network. Finally, by breaking Ge-Ge bonds at monohydride sites
and introducing H atoms, the number of dihydride configurations
(two H atoms bonded to the same Ge atom) was increased. The
resultant network had 21.8 at. % H (NH=103, NGe= 37 0), of which
59 and 44 H atoms were in monohydride and dihydride
configurations, respectively.

Fig. 3. The fundamental
vibrational modes for

symmet,, asymmetric bend the Ge-H2 dihydride
stretch stretch group, assuming only H

motion.

rock roll twist
(top view) (top view)

The entire network was relaxed with the Keating potential,
which is particularly convenient for calculations of
vibrational properties. The Ge-Ge force constants were taken
from our earlier studies [8]. The Ge-H force constants were
fitted to the experimental positions for the Ge-H bond-
stretching and bond-bending modes, including the scissor
bending mode at 840 cm"1 . The six fundamental modes of the Ge-
H2 dihydride configuration are schematically shown in Fig. 3.
The Ge-H stretching force constant was taken to be slightly
larger for dihydride than for monohydride configurations.
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RESULTS

Diagonalizing the dynamical matrix for the network, using
the Kating potential and counting the zone center frequencies
of the periodically repeated structure, resulted in the H
density of states shown in Fig. 4. The mode eigenvectors were
used to calculate a very useful measure of mode localization,
the inverse participation ratio [9] l/p, for each mode. 1/p
can be thought of as the inverse of the number of atoms moving
in a vibrational mode( Fig. 5 ).

I

0 44

*0
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frequency (cm-')

Fig. 4. Calculated partial density of states for H modes in a-
Ge:H. The amorphous network contains 22 at.% H, of which 42 %
are in dihydride configurations.
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Fig. 5. Calculated inverse participation ratios for the modes
in a-Ge:H. Values of 1/p around 0.9 arise from monohydride H
modes, while dihydride modes have values around 0.5.



The broad peak between 480 and 710 cm-I consists of (i)
bending modes of monohydride species that have 1/p values
greater than 0.9, and (ii) both the rock and twist modes of the
dihydride species that have 1/p values between 0.4 and 0.6,
i.e., two H atoms are involved in the vibrational mode. We
have verified this interpretation by detailed examination of
the eigenvectors. The scissor modes appear at 830 cm-1 , with
1/p values appropriate to dihydride modes.

Our calculations indicate that there are indeed H modes in
the 370-480 cm-1 region, as observed in the neutron experiment.
These have 1/p values between 0.35 and 0.6, and are thus
dihydride modes. Examination of a number of eigenvector
patterns indicated that these are rock modes of the dihydride
species, with eigenvector patterns very simi_,r to those shown
in Fig. 3. The calculated H density of states (Fig. 4) is
qualitatively similar to the experimental data in the range 350
to 450 cm-1 . We interpret the new features at 350 and 430 cm- 1

as dihydride rocking mode peaks. This assignment is consistent
with the value of 380 cm-1 for the dihydride rock suggested by
Cardona (1]. The presence of dihydride configurations in our
sample of a-Ge:H was independently supported by IR absorption
measurements which showed both a scissor mode peak at -890 cm

-1

and a two-peak structure in the stretch-mode feature at 1900
cmI .
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ABSTRACT

Inelastic neutron scattering has been used to characterize the
vibrational spectroscopy below 220 meV of para-nitroaniline adsorbed in the
molecular sieve ALPO-5. Samples at loadings of both 3 and 13 weight %,
which represent the onset of and the maximum in the nonlinear optical
properties respectively, were studied. The torsional vibration of the amino
(NH2) group has been identified at ca. 50 meV. The splitting and structure
of this mode is sensitive to the loading level. This can be related to
differences in the nature of the hydrogen bonding in these materials.

INTRODUCTION

The inclusion of a guest species into a host framework is a relatively
new method by which nonlinear optical materials for second harmonic
generation (SHG) can be synthesized [1-31. The search for new nonlinear
optical materials for SHG is constrained primarily by the bulk
hyperpolarizability tensor, which in the second order case is sensitive to
symmetry restrictions. Thus for a material to exhibit SHG, the crystal
structure must be noncentrosymnetric. In inclusion chemistry, this symmetry
restriction may be imposed on a guest molecule by an acentric host or
created through guest-host interactions. Therefore by careful size and
shape selection of the host and guest, the inclusion of a guest molecule in
a host framework can result in molecular alignment and optimization to
create a system whose nonlinear optical properties are very different from
those of either the individual guest molecules or the host framework.

The first nonlinear optical materials generated by inclusion were
organic molecules included within an organic host, e.g. p-nitroaniline in P-
cyclodextrin [1]. More recently, the use of inorganic hosts, in particular
large pore molecular sieves, has been reported [2,3]. Inorganic hosts have
the advantages over organic hosts of increased rigidity, thermal stability
and chemical inertness, which are important in many applications. The wide
variety of pore structures, sizes, shapes and charge densities available in
the molecular sieves makes this group of hosts particularly promising for
matching the guest to the host to optimize the nonlinear optical properties.
In particular, molecular sieves possessing a one-dimensional pore structure
have considerable potential for molecular alignment.

Recently, the adsorption of para-nitroaniline (p-nitroaniline) into the
channels of the molecular sieve ALPO-5 has been shown to produce SHG effects
substantially larger than that of any previously reported organic or
organometallic inclusion complex (2,3]. (For pure p-nitroaniline, SHG - 0).
The acentric molecular sieve ALPO-5 [4] is composed of alternating AI 4 and
PO4 tetrahedra linked by oxygen bridges to form a neutral array of one-
dimensional 12-ring channels, into which p-nitroaniline is adsorbed and
aligned.

Mat Re Soc. Symp. Proc. Vol. 1ff. C1990 MaterIals Research Soclety
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In this paper, we report the preliminary results of an incoherent
inelastic neutron scattering (IINS) study to characterize the vibrational
spectroscopy below 220 meV of p-nltroanillne adsorbed in ALPO-5. Two p-
nitroaniline loadings of 3 and 13 wt % were investigated, which represent
the onset of and the maximum in the nonlinear optical properties,
respectively. In addition, the spectra of p-nitroaniline and ALPO-5 were
obtained for compirison.

EXPEiIIEITAL

The IINS scattering data were obtained at the Neutron Beam Split-core
Reactor (NBSR) at the National Institute of Standards and Technology,
Gaithersburg, MD, using the BT-4 (triple-axis) spectrometer with either a
liquid-nitrogen-cooled Be or Be-graphite-Be filter analyzer. A Cu (220)
monochromator with 40'-40' collimation before and after it was used to cover
the energy range 32-220 meV with a combination of both analyzers. The
energy resolution using the Be-graphite-Be analyzer over the 35-100 meV
range was between 1.9-4 meV, while for the Be analyzer in the 32-200 range
it was 5-6 mV below 90 mV and -6% above 90 meV. A fast neutron background
was measured and subtracted from the spectra.

The samples of p-nitroaniline adsorbed in ALPO-5 were prepared by a
vapor-phase loading method [2]. Desired portions of predried ALPO-5 and p-
nitroaniline (purified by sublimation followed by recrystallization from 95
% ethanol) were placed into an ampoule connected to a vacuum stopcock, in a
dry atmosphere. The ampoule was evacuated and the stopcock closed off. The
sample was throughly mixed and heated at 373K overnight. For the IINS
experiments, the samples were transferred to aluminum sample cans in a He
dry box. All measurements were made with the samples cooled to 80 K.

RESULTS AND DISCUSSION

The p-nitroaniline molecule, which has a chemical formula of NO -CSH 4-
NH2 , is composed of a ring of six carbon atoms, with a nitro (NO ) and amino
(NH2 ) group attached to carbon atoms 1 and 4. Normal mode analysis shows
that the p-nitroanillne molecule, with symmetry CV, possesses 3N-6-42
internal vibrational modes, none of which are degenerati. Of these, 6 are
associated with the stretching vibrations of the C-H and N-H bonds and will
be of energy greater than 300 meV. Consequently these will not be observed
in our IINS data, which is limited to the spectral region below 220 meV.
Further, as the IINS data will be dominated by the vibrational modes
associated with the hydrogen nuclei (the scattering cross-section of
hydrogen being much greater than the other nuclei), the 6 vibrational modes
of the nitro group are unlikely to be observed unless coupled to the
hydrogen atoms. Thus, the IINS spectrum of p-nitroaniline will be dominated
by modes associated with vibrations of the carbon ring and its attached
hydrogen atoms and of the amino group. Illustrated in figures 1 and 2 are
representative spectra of the IINS data obtained for p-nitroaniline adsorbed
in the channels of ALPO-5 molecular sieve. These spectra show a large
number of well-resolved and intense features due to the adsorbed p-
nitroaniline. Assignment of the observed peaks to a particular mode is
complex due to the fact that some of the normal modes have very similar
energies, which results in the IINS intensity being due to the sum of these
modes. We have started a preliminary analysis of the data, and are at the
present time performing normal coordinate analysis calculations to further
refine these assignments. Here we report preliminary results.

The IINS spectra depicted in figures 1 and 2 show the data obtained in
the energy region above 32 meV for p-nitroaniline adsorbed In ALPO-5 at
loadings of 3 and 13 wt %, which represent the onset of and the maximum in

............ . .... ... ...
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the nonlinear optical properties respectively. Also shown are the
background spectra of dehydrated ALPO-5 molecular sieve. Data collected in
the spectral region below 32 meV and the spectra of pure crystalline p-
nitroaniline are not illustrated here, but will be reported elsewhere [5].
Consider first the spectra of dehydrated ALPO-5 shown in figures la and 2a.
The weak scattering features observed at ca. 140, 86 and 55 meV may be
associated with the asymetric and symmetric T-O stretching and T-O-T
rocking motions of the ALPO-5 framework respectively (T - AI,P). Similar
modes were observed in the IINS spectrum of Na,Cs-Rho zeolite due to
framework vibrations [6]. The low overall scattering intensity of ALPO-5 is
attributed to the low scattering cross-section of the elements which form
the framework. Thus, the spectra of p-nitroaniline adsorbed in ALPO-5 will
be dominated by the vibrational modes of the adsorbate that involve hydrogen

(C)

(b) 7.

(a) ALPO-6

50 100 150 200
Energy Loss (rneV)

Figure 1. Low resolution IINS spectra of p-nitroaniline adsorbed in ALPO-5
molecular sieve. (a) Dehydrated ALPO-5; (b) 3 wt % p-nitroaniline; (c) 13
wt % p-nitroanilline. The solid line represents a guide to the eye.

motion. However, it is possible that coupling of the adsorbate to the
framework vibrations will enhance the contribution of the framework
vibrations in the spectra of the adsorbed p-nitroaniline, resulting in their
observation.

The data in Figure 1 depict the low resolution spectra obtained using
the Cu (220) monochromator and the Be filter analyzer. In this figure, the
spectrum of 3 wt % sample has been rescaled by a factor of 4.3, the ratio of
hydrogen nuclei in the 3 and 13 wt % samples. Overall, the spectra of the 3
and 13 wt % p-nitroanilline loadings are very similar when compared to the
spectrum of pure crystalline p-nitroaniline, indicating that the internal
vibrational modes of adsorbate are perturbed only slightly by adsorption.
Comparison of the spectra of the 3 and 13 wt % p-nitroaniline shows higher
relative intensities in the features at ca. 140, 86 and 51 MeV for the 3 wt
% sample. This additional intensity can be accounted for by the coupling of
the p-nitroanlline to the vibrations of the ALPO-5 framework discussed
above. All the observed features of the adsorbed p-nitroaniline, except the
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Figure 2. High resolution IINS spectra of p-nitroaniline adsorbed in ALPO-5mlecular sieve. (a) Dehydrated ALPO-5; (b) 3 wt % p-nitroaniltne; (c) 13

wt % p-nitroantline. The solid line represents a guide to the eye.

peak at 50 meV, can be associated with the stretching vibrations of the
carbon ring, and the deformation and bending modes of the ring, C-H groups
and amino group. In particular, the deformation modes of the amino group
are observed in the spectral region above 180 meV. At the present time a
more precise assignment of these features is not available, but awaits the
normal coordinate analysis results. The intense feature observed at 50 meV
my be assigned to the torsional mode of the amino group. This value is in
good agreement with Ramn scattering data, where the torsional mode of the
amino group was assigned a value of 52.9 mV [7].

The torsional mode of the amino group has been investigated further
using the higher resolution Be-graphite-Be filter analyzer. Figure 2
illustrates this data in the 35-75 meV energy range. The torsional made of
the amino group at ca. 50 meV is seen to have additional structure. In the
case of the 13 wt % sample, this mode is now resolved into a doublet, with
features centered at 49 and 52 meV. On the other hand, the spectrum of the
3 wt % sample shows one broad peak centered at ca. 51 meV. In addition, a
feature is now observed at 46 mV, which can be assigned to a framework modeof the ALlO-(, enhanced in intensity by coupling to the adsorbate.

The observed differences in the shape and splitting of the torsional
aode of the amino group in the 3 and 13 t samples can be related to

ar bevdi h pcrlrgo aoe10mV ttepeettm



371

differences in the intermolecular hydrogen bonding and the arrangement of
the p-nitroaniline molecules in the channels of ALPO-5. Structural data [7]
for crystalline p-nitroaniline show that the molecules form chains which are
linked together by hydrogen bonding between the amino hydrogen and the nitro
oxygens. When p-nltroaniline is included in the channels of ALPO-5
molecular sieve, Cox et al [31 have shown from infrared measurements of the
N-H stretching vibration that this chain structure is disturbed by
inclusion. At loading levels below 3 wt %, they observe a shift in the N-H
band of ca. 5 meV, relative to solid p-nitroaniltne, that is very similar to
the value observed for p-nitroanilne in chloroform solution. This
indicates that at low loading levels essentially, all hydrogen bonding is
lost. Above 5 wt %, the value of N-H stretching vibration is found to be
intermediate between that observed in solution and in the crystal,
indicating that there is weak intramolecular hydrogen bonding. From these
results it was concluded that weak intermolecular hydrogen bonding plays an
important role in SHG production for p-nltroanlline adsorbed in ALPO-5. The
IINS data are supportive of these conclusions. The splitting of the
torsional mode in the case of the 13 wt % sample, where the channels are
filled with p-nitroaniline molecules, is similar to that observed for pure
solid p-nitroanillne. This suggests a non-symmetrical torsional mode, a
result of hydrogen bonding between one of the amino group hydrogens and a
nitro group oxygen in an adjacent molecule. In the case of the 3 wt %
sample, we observe that the torsional mode is broad and asymmetric, and is
most probably composed of a number of components. This suggests that we may
be observing two kinds of p-nttroaniline molecules in the low loading
sample. At this loading level, some p-nltroanlline molecules will be
independent as the channels are only partially filled, while others may be
able to hydrogen bond to adjacent molecules. As a result, the observed
torsional peak could be due to a combination of free and hydrogen bonding p-
nitroaniline molecules. Such a conclusion is also supported by the infrared
data for the 3 wt % sample, where the observation of a shoulder on the N-H
mode can be taken as evidence for two kinds of p-nitroaniline molecules in
the 3 wt % samples.

tIMARY

The IINS spectra of p-nitroaniline adsorbed at two different loadings
in the channels of ALPO-5 molecular sieve have been measured. The torsional
mode of the amino group has been identified at ca. 50 meV. At 13 wt %, the
peak is resolved into a doublet, whereas at 3 wt %, a broad asymmetric band
is observed. These results, coupled with published infrared data [3],
indicate that whereas all molecules appear to be hydrogen bonded in the 13
wt % sample, this is not the case in the 3 wt % sample. In this latter
case, the results suggest that some molecules are independent, while others
are associated by hydrogen bonds. The JINS data are being further analyzed
with the aid of normal coordinate analysis calculations to refine the
assignments of the spectral features.
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ABSTRACT

Coherent diffuse neutron scattering from single crystal U02 14 has been
investigated at temperatures up to 2100K. Above 850K the crystal has a
single phase and the excess anions give rise to a characteristic pattern of
elastic diffuse scattering. This can be interpreted in terms of uncorrelated
simple clusters of defective anions first postulated by Willis. The
intensity distribution changes with temperature increase but no quasielastic
scattering has yet been resolved. On cooling to 293K a strong hysteresis is
exhibited.

INTRODUCTION

Uranium dioxide is the most extensively used nuclear fuel today, and is
found in PWR, AGR and CANDU type reactors. It has the fluorite crystal
structure Fm3m, and a high melting temperature, of Tm = 3120K, for the
stoichiometric compound. Like several other actinide oxides it can deviate
considerably from stoichiometry while still retaining the fluorite structure.
Hyperstoichiometric uranium dioxide UO2+x with 0<x<2.17 exists as a mixture
of U02 and U409 at ambient temperature but transforms to a single phase UO2+x
above a transition temperature which increases with x. For UO2 13 this
temperature is in the region 800 - 900K. The thermophysical properties of
oxidised UO2+x are not well established, but are important for estimating the
fuel behaviour under hypothetical fault conditions in oxidising
environments.

This paper reports the initial stages of an investigation of oxidised
UO2 using neutron elastic and quasielastic diffuse scattering to obtain
information on the nature of the disorder and on the dynamical behaviour of
the excess oxygen as the temperature is varied. These techniques have proved
very informative in studying the thermally induced disorder in stoichiometric
fluorite compounds including U02 [1-4]. Recently they have been used (5] to
study the behaviour of excess anions in "Cl3 doped SrCl 2 , a case in which the
excess chlorine ions scatter both incoherently and coherently and so provide
information respectively on the individual ions behaviour and on their
correlated behaviour. In the present analogous example the oxygen ions
scatter only coherently.

Following their original application in the interpretation of coherent
diffuse scattering from thermally induced disorder at temperatures T>0. 7Tm in
the stoichiometric fluorites PbF 2 , SrCl 2 and CaF 2 [1], defect cluster models
have been successfully used to interpret data from anion excess fluorides [6]
and YCl3 doped SrCl2 [5]. In the former case the model is used to describe
an average instantaneous picture of the diffusing ions and their distortion
field, whereas in the anion excess systems the disorder is static at ambient
temperature. The transition from static clusters to dynamic behaviour as the
temperature is raised has recently been observed in YC13 doped SrCI2 , where
the coherent diffuse scattering becomes quasielastic [51. UO2. 13 has been

Met le. S0c. Symp. Proc. Vol. 1. 1990 Materials Research Society
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studied previously by diffraction at %1073K by Willis [7], who postulated a
2:2:2 type cluster to explain the mean occupation of lattice sites given by
the data. Other more complex clusters have also been suggested [8].

THEORY

In the defect cluster model used here, the cations are assumed to remain
on their regular lattice sites and the excess anion interstitials are located
at positions (I) displaced from the mid-point of nearest neighbour (n.n.)
anion sites along a <110> direction into an empty anion cube. The n.n.
anions are relaxed to sites (R) in <111> directions towards empty cube
centres, leaving vacancies (V) on their regular sites. Next n.n. (n.n.n.)
anions may also be relaxed. One can thus form 2:1:2 or 8:1:8, and 2:2:2 or
8:2:8 clusters, with one or two interstitials respectively, where the numbers
denote the V:I:R occupation. A good estimate of the magnitude of relaxation
is given by the hard sphere model. The 2:2:2 cluster is shown in figure 1.

'' site interstitial

Relaxed 0 Anion vacancy
Anion 'R' site interstitia(

Q Cation
•Anion

Figure 1 The 2:2:2 defect cluster in fluorite.

The structure factor of such a cluster is simply

Fi(g) Ibae
9  

I - kbae 
i
_

-Rv (1)

The summation is made over all interstitials and vacancies, irrespective of
whether their origin is a true interstitial or a relaxed ion. The vectors RI
and RV give their site locations relative to the cluster centre, and ba is
the anion scattering length.
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The scattering per defect!ie aion, Y(g), is aefinea by

NO
y = NN F.i(2)F*( ) (2)

where Nd is the number of defective ions in the cluster and N is the number
of possible orientations of the cluster.

For a given defect cluster we can calculate the experimentally
determined coherent diffuse scattering function, Sd(2). by

Sd(9) = ndY(Q)e-2W

where nd is the fraction of anions off their regular sites, and W is the
Debye-Waller factor.

For elastic or quasielastic scattering within the instrumental
resolution, scans of Sd(,w = 0) give Sd(2) = X Sd(2,w)dw , where the integral
excludes the phonon contribution. Here Q = ki-kf, and )1w = Ei-E where
ki(kf) and Ei(E f ) are the wavevector and energy of the incident fscattered)
neutron respectively.

EXPERIMENTAL PROCEDURE AND RESULTS

Two single crystals of .lcc volume were aligned and cut ultrasonically
into cylinders with a <110> axis and encapsulated under vacuum in molybdenum
cans. They were oxidised to a hyperstoichiometry of UO. 1 3 . The cans were
mounted in specially designed furnaces capable of a maximum temperature of
%2100K. The temperature was measured by W-W/Rh thermocouples. The
measurements were made using the triple axis spectrometer in the PLUTO
reactor at Harwell, and IN12 at the Institut Laue Langevin, Grenoble.

At 293K both UO2 and U409 phases were initially present, with no diffuse
scattering detectable. As the temperature was raised the U409 satellite
peaks decreased in intensity and diffuse scattering with a characteristic
pattern built up. The exact temperature at which the U409 peaks disappeared,
in the region 800-900K, depended on the thermal history o? the sample. The
coherent diffuse scattering, S(2), from sample 1 at 858K is shown in figure
2. It is seen that there is a strong peak, centred along the [00C]direction
just beyond the (002) point, and a weaker peak along [CCC]. Scans of
intensity along MCI ] were made at a number of temperatures between 858K and
2100K. The broad diffuse peak decreases in intensity and its centre shifts
towards (002) as the temperature increases. The scattering was elastic at
all temperatures within the instrumental resolution of 0.25 meV.

On cooling sample 1 for the first time, the diffuse scattering was
present even at 293K with only a slight intensity drop, indicating retention
of the UO2+x phase. After 8 days at 293K, with no incident neutron beam,
the sample was found to have reverted mainly back to U02+ U409. The
measurements of S() shown in figure 2 were made on a second cycle of
temperature up to 2100K. The intensity of diffuse scattering fell sharply at
the highest temperature and it is possible that some oxygen was lost from the
sample above 1800K.
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COHERENT DIFFUSE SCATTERING FROM U0213 AT 858K
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Figure 2 Measured coherent diffuse scattering from U02.13 at 858K in the
(110) plane (arbitrary scale).

S(Q) CALCULATED FROM AN 8:2:8 CLUSTER
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Figure 3 Calculated coherent diffuse scattering 'rom U02 .13 assuming an
8:2:8 cluster as described in text.
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INTERPRETATION

The main features of the diffuse scattering can be reproduced using an
8:2:8 cluster model, with relaxations calculated from a hard sphere modal
giving I at y - 0.16, R(n.n) at x - 0.34, and R(n.n.n) displaced by x - 0.04
(see figure 1). The calculated S(2) is shown in figure 3. The data have yet
to be put on an absolute scale, but there is generally good agreement in the
relative intensities of the two peaks. Indeed the quality of the data is
such that it should be possible to fit the parameters in the theory to the
data. Alternative cluster configurations do not fit the data as well,
although the sensitivity to the presence of one or two interstitial ions is
not great. The cubooctahedral cluster configuration used by Bevan et al E8]
in several fluorite structures can be positively excluded.

CONCLUSION

The diffuse scattering from single phase U02 p1 at 858K indicates that
the excess oxygen ions form uncorrelated clusters 'o the 8:2:8 type,
consistent with those postulated by Willis from diffraction data.
Measurements at higher temperatures are planned, where changes in the nature
of the scattering should reflect the increasing mobility of the oxygen ions,
and enable estimates of the oxygen diffusion coefficient to be made.
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ABSTRACT

Neutron scattering experiments have been performed to
study the structure and dynamics of three preparations of
silica: a dense glass (fused quartz), a flame-hydrolyzed
aggregate (Cab-O-Sil, grade M5) and a polymeric aerogel. The
experiments were performed on the three materials at
temperatures selected from 300, 77 and 4.2 K. Neutron
inelastic scattering was measured at Q = 2.5, 2.9 and 4.0 A- .

The elastic scattering indicates a systematic decrease in
positional correlations cn progressing from fused quartz
through Cab-O-Sil to aerogel. The inelastic scattering was
analyzed with the Buchenau model (1] to obtain the sample, Q
and temperature dependences of the density of states, g(v). In
the aerogel g(v) increases with temperature at frequencies
greater than 1.5 THz and is enhanced at Q = 2.5 A1 . Thus a
complete explanation of the inelastic scattering from aerogels
must account for multiphonon processes, local antiphase motions
and anharmonic effects.

INTRODUCTION

Silica may be prepared through a number of fabrication
routes to produce a rich variety of structural forms. These
include polycrystalline aggregates of quartz, high density
glass and low density networks created by flame hydrolysis or
hypercritical drying of gels. The unique structures and
dynamics of the low density materials lead to applications in
radiation detectors, high efficiency transparent insulators,
and high surface area catalyst substrates.

In glassy forms of silica the fundamental structural unit
is an SiO4 tetrahedron. The local environment of each
tetrahedron varies due to the statistical nature of
configurations in the vitreous state. Buchenau et al
investigated the neutron inelastic scattering from vitreous
silica [2,3]. These authors analyzed the mixed coherent and
incoherent scattering from silica by an intuitively appealing
expression,

d'a/dndv - Q' S(Q,0) n(v) g(v)/v (1)

where v is the vibrational frequency, g(v) is the density of
states, S(Q,0) is the elastic scattering intensity and n(v) is
the thermal population factor, I + [exp(hv/kT)-l] . The
expression is expected to be valid for vibrational modes which
are harmonic, have a wavenumber much less than Q and consist
of in-phase motions of neighbouring atoms as occurs in sound
waves and librational motions.

Mot. N... Soc. Symp. Proc. Vol. 166. 01990 Matedls Reeerch Society
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The present experiment is a comparison of neutron elastic
and inelastic scattering from three samples of silica: fused
quartz, Cab-O-Sil (grade M5) and a polymeric aerogel.
Measurements at three convenient temperat.4res, 300 K, 77 K and
4.2 K and at Q values 2.5, 2.9 and 4.0 A- were made to search
for anomalous variations in the density of vibrational states
in the range 0.3 to 6.0 THz. These experimental conditions
most readily yield structural and dynamical information which
is dominated by interactions on molecular length scales and
therefore complement recent neutron scattering experiments that
attempt to investigate large scale "fractal" structures and
dynamics of silica aggregates [4-8].

EXPERIMENTS

The fused quartz specimen was in the form of a tube of
diameter 25 mm, wall thickness 1 mm and height 60 mm. The
Cab-O-Sil (M5) specimen was prepared as a slurry in D20 which
was subsequently dried in vacuum at 120 C. This treatment
compacts the sample by a factor of about three and is designed
to exchange surface hydrogen with much less strongly scattering
deuterium. The aim was to collect neutron scattering
information from silica and not from the surface water and
bound hydroxyl groups that are present in untreated specimens.
The sample was contained in an aluminum can of diameter 62 mm,
height 60 mm and wall thickness 0.2 mm. The polymeric aerogel
sample was prepared by a two-stage protocol [9] in which
tetraethoxysilane was first hydrolyzed in acid solution and
then condensed under basic conditions. It was contained in a
can similar to that of the Cab-O-Sil but having a diameter of
25 mm. A cycle of evacuation at 120 C and flushing with DzO
vapour was repeated three times to minimize the signal from
surface water and hydroxyl groups. All sample cans were
backfilled with helium to facilitate thermal equilibration.

The neutron scattering experiments were conducted on the
N5 triple axis spectrometer at the NRU reactor of Chalk River
Nuclear Laboratories. Soller slits set the beam divergence to
0.60. The monochromator and analyzer were silicon crystals
oriented to scatter from (111) planes. For most measurements
the spectrometer was operated in constant Q mode with fixed
scattered energy 3.52 THz and a graphite filter in the
scattered beam. Thus the beam was free of second and third
order contamination. For small angle elastic scattering the
collimation was reduced to 0.20, the graphite filter was
replaced by a beryllium filter before the monochromator and the
neutron wavelength was fixed at 4.09 A. The beam was 50 mm
wide and illuminated a large volume of sample but scattering
from the analyzer suppressed the fabt neutron contribution to
the beam width and we could reach a Q of 0.02 A -.

For a sample at a given temperature we first measured the
elastic scattering, S(Q,0), to obtain structural information
and the normalizing factor required in equation (1). Then we
measured S(Q,v), the variation of intensity with frequency, on
the neutron energy loss side at a selection of Q values
including 4.0, 2.9 and 2.5 JO. Temperatures were set by
filling the cryostat with liquid helium (4.2 K) or liquid
nitrogen (77 K) or by leaving it empty (300 K).



381

DATA AND ANALYSIS

Small angle scattering from the Cab-O-Sil sample was
consistent with smooth surfaced primary particles of diameter
130 A. The particle cores are thought to have an equilibrium
glass intermolecular structure but a less well defined
structure at the surface with randomly distributed OH- or 0=
terminations of SiO4 tetrahedra (10]. Small angle scattering
from the aerogel indicates mass fractal structure over a
limited range of length scales. For 0.03 s Q s 0.1 A 1 the
slope of a log-log plot of intensity versus Q is -2.40 ± 0.03,
consistent with other experiments [11] and with predictions for
reaction limited cluster-cluster aggregation followed by
partial collapse on drying. The transition from the fractal
region to the Porod limit is incomplete so one concludes there
are no smooth primary particles or that the structure is
fractal down to molecular length scales.

Figure 1 presents a comparison of S(Q,0) for the three
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samples at all temperatures investigated. The intensities have
been internormalized to within 5% by the requirement

V.
E S(Q,v) Av = Constant (2)

v=0

at Q - 4.0 A-' which is near a node in the oscillatory
structure of silica glass. The upper bound vs is 6 THz,
sufficiently high that the integral yields the same value for a
given sample at all three temperatures. There is a decrease in
amplitude of the oscillations in S(Q,0) and an increase in the
Q range of the small angle scattering tail on traversing the
series fused quartz through Cab-O-Sil to aerogel. In aerogel
the decrease in elastic scattering intensity by a factor of
five at Q - 4.0 V" between 4.2 K and 300 K indicates a much
stronger temperature dependence than in fused quartz where only
minor differences are observed at the two temperature extremes.

Figure 2 presents a comparison of the inelastic neutron
scattering from the three materials. The data have been
corrected by eq. 1 to obtain an effective density of states or
DOS, g(v). This spectrum has not been corrected for
multiphonon or multiple scattering effects. For fused quartz
at 300 K we find excellent agreement with data analyzed
similarly by Buchenau et al (2]. At 300 K the inelastic
scattering in Cab-O-Sil beyond 2 THz is about twice as intense
as in the fused quartz while in aerogel the factor is about
twenty. Below 1.5 THz the DOS seems nearly to be independent
of temperature but at larger frequencies in the aerogel there
is a systematic rise with each temperature. Figure 3 shows the
Q dependence of the DOS in the aerogel at 300 K. The spectja
are practically identical at 2.9 and 4.0 A-I but at 2.5 K_-,
near a minimum in thu structure factor, there is an enhancement
by a factor of 2 near 1 THz and by 30% beyond 2 THz.

DISCUSSION

On the length scales of molecules and Sio4 tetrahedra the
three materials are distinguished by the breadth of
configuration space available to the fundamental structural
units. To gain a detailed understanding of the structures and
dynamics of amorphous materials one generally needs to perform
computer simulations with reliable intermolecular potentials.
Without such assistance a physical picture can still be formed.
In the condensed glass the range of molecular orientations and
separations is limited by packing constraints and the potential
surface experienced by a given molecule or tetrahedron has well
defined minima. The observed loss of 20% in the amplitude of
oscillations in the elastic scattering between Cab-O-Sil and
fused quartz may be explained as a volume fraction of silica in
a high degree of disorder. One envisions an outer shell of
molecules within about 7 A of the surface of the 130 A
particles in Cab-O-Sil. These molecules have reduced packing
constraints and randomly terminated silicon bonds, experience
broad, ill-defined minima in the intermolecular potential and
hence exhibit configurational disorder. A broadened potential
surface permits wider vibrational amplitudes and
correspondingly stronger damping of the elastic scattering with
increased temperature as observed in S(Q,O) at larger Q. It
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also increases the density of vibrational modes at lower
frequencies as we observe in the inelastic scattering.

The very low amplitude of oscillations and strong
temperature dependence in S(Q,O) for the aerogel is reminiscent
of the structures observed in dense molecular gases except that
the positions of the peaks are not strongly temperature
dependent. Thus there ae wide positional fluctuations ;but
fixed equilibrium positions in the aerogel. Below 1 THz the
overlap of results suggests a constant velocity of sound but
the increase of intensity with temperature at frequencies
greater than 1.5 THz shows that the vibrational spectrum is
changing. This might be explained as multiphonon scattering
[8] which enhances scattered intensity at larger frequencies
and has little influence at lower frequencies, as observed.
However multiphonon enhancements increase with Q while the
reverse is observed in our data. While eq. 1 assumes only
in-phase vibrations of neighbouring molecules, antiphase
oscillations are quite conceivable in the highly branched
aerogel. The unusual Q and T dependences of the aerogel DOS
may also arise because low packing constraints permit molecules
to sample anharmonic features of the potential energy surface
and eq. 1 assumes only harmonic excitations.

CONCLUSION

Fused quartz, Cab-O-Sil and aerogel form a series of
materials with increasing fractions of molecules in
configurational disorder and having wide amplitudes of thermal
vibration. The density of states in the aerogel cannot be
obtained directly by Analysis of the scattering data through
eq. 1.
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ABSTRACT

The temperature dependent lattice parameter, c(T), was determined for
samples of graphite, and HNO, -graphite intercalates stage 3 and stage 4,
using neutron diffraction. -'The temperature range studied is 12 to 300 K.
The stage 3 and stage 4 intercalates exhibit a strong two-step discontinuity
at the temperature of their structural phase transition (x260 K). A stage-
independent, temperature-dependent lattice parameter for the intercalant
layer is extracted from the observed lattice parameters for graphite, stage
3. and stage 4 intercalates. The graphite and the intercalant lattice para-
meters are calculated using one-dimensional Debye theory in the framework of
the Grneisen relation. The Debye temperatures that yield best fits to the
observed iattice parameters of the graphite and the intercalant are 500 K
and 421 K, respectively. Using these values, thermal expansion coefficients
for graphite, the intercalates and the intercalant are derived.

INTRODUCTION

VNO forms intercalation compounds with graphite. These HNO -graphite
intercalltion compounds (GIC) can be formed in different stages 3[1-4]. As
the HNO -GIC is cooled below room temperature, it undergoes (at -260 K) a
structuhal phase transition, which is characterized by two phenomena (2-5]
a. The intercalant (i.e. HNO ) layer "freezes" as evidenced by the emergence
of incommensurate Bragg rodsJ[5], and b. The graphite blocks slide to new
positions with respect to each other [3,4].

The low temperature structure of the intercalant layer has not yet been
solved, whereas, the low temperature structure of the graphite blocks was
solved for stage 3 (3] and stage 4 (4] GIC. The transition is accompanied
by a large discontinuity in the lattice parameter, c. While studying this
discontinuity, we have measured the lattice parameters of graphite, stage 3,
and stage 4 GIC, in the temperature range 12 to 300 K. In the present paper
we report the results of these measurements. We are able to show that the
temperature dependence of the lattice parameters fits a one-dimensional
Debve function in the framework of the Grdneisen relation. We also find that
the contributions of the graphite blocks and of the intercalant layers to
the lattice parameter of the intercalates are stage independent.

EXPERIMENTAL

The temperature dependence of the lattice parameter, c, was determined
from the value of the Bragg angles of {OOtQ reflections as a function of
temperature. The measurements were performed on he KANDI-III diffractometer
at the IRR-2, using a neutron wavelength of 2.4 X. Samples of graphite,
stage 3, and stage 4 HNO -GIC were mounted in a DISPLEX cryostat (6]. The
graphite was a 3.50 higAly-oriented pyrolytic graphite (HOPG), and the GIC
were prepared from similar HOPG [3,4]. The samples were cooled in steps of
-1 K and were held -1 hour at each step, thus ensuring stabilization of the

Met. Re Soc. Symp. Proc. Vol. 1. c190 Mtorlall Resoarch Soclely
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Figure 1 Observed lattice parameters vs. temperature for graphite, stage 3
GIC and stage 4 GIC. The normalization factors are equal to the correspond-
ing room tepmperature values of the lattice parameters, i.e. 6.696. 29.025
and 53.57 R. respectively.

temgerature (±0.2 K). The highest accessible scattering-angle reflections
(92 -960) were chosen in order to maximize sensitivity to changes in
d-values. This led to {OOX} lines with I = 4, 18, and 33 for graphite, stage
3 and stage 4 respectively. Upon cooling from A00 to 12 K, the shifts in
Bragg scattering-angles were 0.70. 2.1 and 1.8 .,r graphite, stage 3 and
stage 4. respectively. The Bragg angles of the {001} reflections at each
step were taken at the "center of mass" of the reflection. The observed
lattice parameters, c(T), were determined from these Bragg angles using the
Bragg law. The observed temperature dependence of the lattize parameters for
the graphite, stage 3 GIC, and stage 4 GIC are shown in Fig. 1. The two GIC
samples exhibit a strong discontinuity in c(T) at -260 K. The temperature
dependences of these lattice parameters were fitted to fourth order
polynomials of the form :

c(T) = Po + P1T + P2 T
2 

+ P3 T
3 + P4T

4  
(

Excellent fits were obtained, and the appropriate coefficients for
these fits are listed in Table I. These polynomials were used to represent
the observed lattice parameters in the data analysis (see next section).

Table I : Coefficients of fitted polynomials, valid for 12 to 300 K for
graphite, and 12 to 250 K for the other three samples. R is defined in (7].

Compound P 0 2 lp 1 p P 6 (%)
0 1 23 _____

Graphite 6.66002 -2.73 1.04 -.212 0.154 0.003
Stage 3 28.5532 -205 11.27 -4.14 6.68 0.005

Stage 4 52.8211 -573 18.64 -5.22 5.84 0.003

InLercalant 4.2871 -102 4.23 -1.52 2.33 -



387

ANALYSIS 8ND DISCUSSION

The stacking sequences for the stage 3 and stage 4 GlC are given [4] by
ABA/ACA/... and ABAB/BCBC/CACA/..., respectively, where A.BC stand for
graphite planes and / stands for an intercalant plane [4]. The lattice
parameters of these intercalates can be expressed in terms of the graphite
lattice parameter, c , and the intercalant lattice parameter, c 0j- ( 3,4
representing the thic~ness of the intercalant layer in stages 3-and 4
respectively [3]), as follows :

c 3cG + 2c1 3  (2a)

c4  6c, + 3c14  (2b)

The temperature dependence is omitted for convenience. From these equations
we obtain

e 3 = (c3 - 3c,)/2 (3a)

c1 c4 - 6c,)/3 (3b)

Using these equations it was found to a good approximation that c 1  4C .
Hence, we have used a single cI given by :

C, . (c1 3 + c1 4) 2 - (c3 + 2c4 /3 - 7-G)/4 (4)

The observed lattice parameters c0 and cI are shown (square symbols) in Fig.
2(s) and 2(d), respectively, aS a function of temperature,

According to the Grdneisen relation [8] in the one-dimensional Debye
approximation [9] the lattice parameter is given (see appendix) by :

c(T) = {c(O) - co } f(T/e) + c0 (5)

where: f(T/e) = 1 * 4(T/8)2 eOf dx (6)
0 e

e is the Debye temperature and c is equal to the lattice parameter at T-O,

6.70 28.80
6.69 (a) Graphite 28.74 (b) Stage 3

O 6.68 28.68

6.67 28.62

G)6.66 25.56E . 2., .........

53.25 . 4.39
C1 53.15 (C) Stage 4 4,37 (d) Intercalant ,r

4.33
~5295 43

52.85 4319
0 100 200 300 0 100 200 300

Temperature (K) Temperature (K)
Figure 2. : Observed (square symbols) and calculated (solid line) lattice
parameters of (a) graphite, (b) stage 3 GIC, (c) stage 4 GIC, and
(d) intercalant layer.
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with no zero-point energy. The parameters c(O), c , and 8 were refined so
that c(T) gave the best fit (least squares) to the observed c (T) and c (T).
The refined parameters are listed in Table II. The calculate9 cG(T) ana

Table II : The refined parameters for equation (5).

Material c(0) (R) co (R) 8 (K) R (%)

Graphite 6.65946 6.63583 5005 0.382

Intercalant 4.2854 4.2282 4218 0.373

cI(T) are shown (solid lines) in Fig. 2(a) and 2(d). The calculated lattice
parameters c (T) and c (T) were reconstructed using eqns 2 with c =C and
are shown (s6id lines) in Fig. 2(b) and 2(c). I I

The coefficient of thermal expansion

i(T) 1 dc(T) (7)c(T) dT

was calculated (see appendix) for the graphite and the intercalant from the
best fitted Debye functions :

1(T) = 1 2 f(T/e) - coth(1i/{2(T/)}) (8)0 T/O f(T/8) + co / (c(8) - co)

The coefficients for the stage 3 and stage 4 were calculated using

a3 = (3cGoG + 2ciai)/c 3  (9a)

04 = (6cGa. + 3ca i)/c 4  (9b)

The resulting a (T) (j = G, 3, 4, I) are shown in Fig. 3.

28- . 100.
24"20 80r
16 60[

"12 40

'0) (a) Graphite 20 (b) Stage30) 4 2
S0 0

T 1 120
50 100

X 40 80
30 60

10 (c) Stage4 (0
0 Stage 4) Intercalant

100 200 30
0 100 200 300 0 100 200 300

Temperature (K) Temperature (K)
Figure 3. : Thermal expansion coefficients, calculated from the fits of the
one-dimensional Debye model to the observed lattice parameters for (a)
graphite, (b) stage 3 GIC, (c) stage 4 GIC, and (d) the intercalant layer.
Results from Ref. 11 are shown in (a) (square symbols) for comparison.
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The c(T) discontinuity in temperature for stage 3 ind stajge )i GIC (Fig.
1) is stage independent. It appears at the structural transition temperature
where incommensurate Bragg rods emerge (5]. At the transition, the interca-
late layer "freezes" [5] and the graphite blocks slide to new positions
(3.4]. A careful examination shows that the c(T) discontinuity consists of
two steps, about 10 K apart (Fig. 1). It is tempting to relate these two
steps to the two structural processes (i.e. "freeze" and slide). The refined
Debye temperature for graphite is 500 K (Table II), in good agreement with
the previously reported value of 6 = 494 K of Trucano and Chen [10). The
thermal expansion coefficient found for graphite (Fig. 3(a)) is in fair
agreement with Bailey and Yates [11] (square symbols in Fig. 3(a)). The
temperature dependent lattice parameter of the intercalate, is a weighted
sum of the lattice parameters for graphite and the intercalant (eqns. (2)).
In other words, the lattice parameter of the graphite block, and the lattice
parameter of the intercalant layer, are independent of the intercalate
stage. Our results show that the intercalant layer is much softer than the
graphite and its temperature dependent lattice parameter fits a Debye model
with 9 = 421 K (Table II). The coefficient of thermal expansion for the
intercalant layer is about 5 times larger than the corresponding coefficient
for graphite (Fig. 3) throughout the whole temperature range.
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APPENDIX

The volume thermal expansion, 6V/V, is related to the total free energy
of the crystal, U, through the Grtneisen relation [8) :

6v/V = k T U(T) (Al)

where k and T are the compressibility and the Gr~neisen constant,
respectively, for the crystal. In the case of graphite, the thermal
expansion in the basal plane is negligible compared to the thermal expansion
along the c axis. Hence, we consider the one-dimensional problem where

6c/c = 6V/V (A2)

and using the one-dimensional Debye model [9]

1 ex 1 2 ec_ f(T/e) (A3)
()= c {.(T)

2 
j e x

where f(T/0) is defined by this equation (f(O) 1), kB is the Boltzmann
constant, and 0 is the Debye temperature. Substituting (A2) and (A3) into
(Al) yields :

1
6c k T 6 kB f(T/8) where : 6c a c(T) - co  (A

t
l)

and c is the lattice parameter at T - 0 and with no zero-point energy. From
(A) Svaluated at T and at T 0 we obtain an expression for the tempE'ratur,,
dependent lattice parameter

c(T) = (c(O) - c0} f(T/0) * c
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The coefficient of thermal expansion

a(T) . 1 dc(T) (A6)
a cT dT

is obtained through differentiation of equation (A5)

a(T)= 1 2 f(T/6) - coth(1/{2(T/)}) (A7)
T T/O f(T/0) co / (c(O) - co )

In conclusion, by applying the GrUneisen relation and the one-
dimensional Debye theory we have obtained analytic expressions for the
temperature-dependent lattice parameter (A5) and coefficient of thermal
expansion (A7).
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ABSTRACT

Silica-clay composites were prepared by reacting a 40 A
silica sol with aqueous clay suspensions. The clays which were
studied included Na+-montmorillonite, fluorohectorite, and the
synthetic clay Laponite. The aggregation mechanism of the sol
particles and the degree of dispersion of the clay layers were
monitored by small-angle neutron scattering. The data for
powdered silica-montmorillonite products showed the presence of
highly dispersed clay platelets and spherical sol particles.
The results suggest that the interaction between these two
components inhibits the sol aggregation process. Studies on
the products prepared from other types of clays, however,
showed that this interaction is highly dependent on the
morphology and charge density of the clay platelets.

INTRODUCTION

Pillared clays form a unique class of microporous
catalysts in which thermally stable cations, or metal oxide
aggregates, behave as molecular props in the gallery space
between the clay platelets.(l-4] The size and composition of

these pillars play important roles in the properties of the
final three-dimensional networks. In pursuit of larger
"pillaring agents," we have carried out exploratory studies on
the interaction of clay platelets with colloidal particles. [5]
These new sol-clay composites have been found to form irre.lar
networks of spherical sol particles and two-dimensional clay
platelets.

A large portion of our studies have focused on a
commercially available silica sol (Nalco 1115) with an
approximate particle diameter of 40 A. The reaction of this
sol with Na+-montmorillonite resulted in the forr'tion of
highly porous composites. We have made extensive use of small-
angle neutron scattering (SANS) for the characterization of
these materials. The differences in the shape and particle
size range of the two components, i.e. spherical particles less
than 100 A which interact with platelets larger than 1 g, make
this system ideally suited for SANS studies.

Mat. Re. Soc. Symp. Proc. Vol. 1 e1990 Materl Re..rch Society
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Our previous SANS results[6] on the Nalco 1115 silica sol
showed that, upon acid hydrolysis the sol formed a partially
aggregated network containing 73 A particles. On the other
hand, studies on silica-montmorillonite composites provided
preliminary evidence for the formation of sol-clay networks in
which the clay layers were delaminated and the sol aggregation
process was impeded. We now present preliminary results on the
effects of clay type on the formation of sol-clay composites.

Experimental

Natural Wyoming Na +-montmorillonite (< 2 p, ~ 80 meq/100
g) was obtained from the Source Clay Minerals Repository,
Columbia, Missouri. Fluorohectorite (>> 2 u, - 120 meq/100 g)
was obtained from Corning Glass, Corning, NY. The synthetic
clay Laponite (200-500 A, - 48 meq/100 g) was obtained from
Laporte Industries, Widnes, England. Prior to use, the
montmorillonite clay was suspended in water, and the impurities
were removed by sedimentation. The other clays were used as
received. The silica sol (Nalco 1115, 40 A particles) was a
gift from Nalco Chemical Company, Oak Brook, Illinois.

The synthesis of silica sol-clay complexes involved the
dilution of the silica sol with water to approximately 1 wt. %,
followed by the addition of small amounts of dilute HCI to
adjust the pH to approximately 3. The latter step ensured the
presence of positively charged silica particles for interaction
with the negatively charged clay layers. After several
minutes, a 1 % aqueous suspension of the clay was added, and
the mixture was stirred for 24 h. The final product was dried
in air.

Small angle neutron scattering data were obtained on the
Small Angle Diffractometer (SAD) at the Intense Pulsed Neutron
Source, Argonne National Laboratory.[7] The data were
collected over a 0 range of 0.006 to 0.25 A- where the
momentum transfer 0 is defined in Eq. 1,

Q = (4n sin 0)/X (i)

in which '. is the wavelength , and 8 is half of the scattering
angle. Routine data treatment including Porod analysis was
carried out on the background-corrected data.

RESULTS

The SANS data for a 4:1 silica-montmorillonite complex
are presented in Figure la. Two power-law regimes are clearly
observed in this log (1) vs. log (Q) plot. The slope in the
low-Q region (0.00582-0.02378 A-), due to scattering from clay
particles, is -1.79(3) correspondinq to nearly 2-dimensional
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platelets. This result suggests the presence of delaminated
clay layers in the sol-clay composite. In comparison,
scattering from pure Na+-montmorillonite gives a slope of
-3.23(1). In the pure clay, the layers are expected to be
highly stacked and forming nearly 3-dimensional particles, thus
giving rise to slopes close to -4. The high-Q (0.10218-

0-1
0.15118 A ) scattering for the 4:1 silica-montmorillonite
complex,, which is due to the silica sol particles, has a slope
of -3.25(7). This value corresponds to nearly spherical
particles with rough surfaces.[8-9]

The scattering data for a 10:1 silica-fluorohectorite
complex is shown in Figure lb. The shape of the scattering
curve is similar to the curves obtained for silica-
montmorillonite complexes. The high-Q scattering from silica
particles is in clo-' agreement with the above data; a slope of
-3.64(4) is obtained in the Q range 0.08095-0.11852 A- . On
the other hand, the low-Q scattering is considerably different
from the results obtained for tne silica-montmorillonite
species. In the Q range 0.00582-0.02215 A 1 , a log-log slope
of -2.82(1) is obtained. This value is very close to the range
of slopes expected for highly aggregated or stacked clay
platelets. We speculate that the sol particles do not separate
the clay layers as effectively in the case of fluorohectorite.

The data or a 4:1 silica-Laponite product appears in
Figure ic. This scattering curve is clearly different from
those obtained for complexes of montmorillontie and
fluorohectorite. The slope in the high-Q region (0.08095-
0.15118 A - ) of the scattering curve is -3.22(4). Furthermore,
the scattering in the low-Q region is very similar to curves
which have been obtained for globular or glassy networks.(8-9]
Attempts to subtract the clay scattering from these data made
little change in the overall shape of the curve, confirming
that most of the scattering is from the silica particles.

CONCLUSIONS

The results obtained for silica-montmorillonite complexes
clearly show the presence of strong interaction between the sol
and clay particles. The portion of the scattering curve which
is associated with clay scattering gave slopes indicative of
very anisotropic particles. It should be mentioned that, in a
previous control study[6], data were collected on a
heterogeneous mixture of hydrolyzed sol and air-dried Na + -

montmorillonite. The results showed that the silica particles
had a very small effect on the scattering in the low-Q region,
confirming that the slopes in this region are determined mainly
by the scattering from clay.

Comparison of the SANS data obtained for silica-
montmorillonite complexes with those prepared usinq
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fluorohectorite and Laponite shows that the degree of sol-clay

interaction is highly dependent on the nature of the clay

particles. The results for the fluorohectorite products
suggest that a considerable amount of the platelets form

stacked or aggregated arrangements despite the presence of

silica particles. This type of behavior may be associated with
the large particle size and perhaps the high charge density of

the layers. On the other hand, the scattering data for silica-
Laponite products show that the small Laponite platelets do not
segregate the silica particles in an efficient manner thus
resulting in a highly aggregated silica product.

It is clear that small-angle scattering is an effective

tool for studying the texture of these disordered microporous
systems. Work is currently in progress on sol-clay suspensions
and solids prepared under varying pH conditions.[10]
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ABSTRACT

Incoherent, inelastic neutron scattering has been used to study the
vibrational spectra of tetramethylammonium montmorillonite and
trimethylammonium vermiculite in the energy range 20-140 meV. For both
systems peaks are observed due to the internal modes of the intercalate and
to the excitations of the hydroxyl groups within the host layers. For the
montmorillonite sample, it is found that the steric constraints imposed on
the tetramethylammonium ion by the bounding clay layers contribute an
additional 28 meV to the rotational barrier of the methyl groups. This
additional barrier is shown to be strongly related to the volume that the
tetramethylammonium ion occupies. For the trimethylammonium vermiculite
sample normal mode analysis of the internal modes of the intercalated ion
shows that the N-H bond is parallel to the c-axis of the host.

INTRODUCTION

Clays are a naturally occurring class of layered silicates in which
the two-dimensional oxyanions are separated by layers of intercalated
cations. These systems differ from the intercalation compounds of graphite
in two important ways.[1] First, graphite is amphoteric, that is there is
no fixed charge on the host layers. Therefore graphite intercalation
compounds can be formed with guest species which either donate electrons to
or accept electrons from the graphite pi orbitals. Clays on the other
hand, have a fixed negative charge on the silicate layers which must be
balanced by positively charged guest species. Thus one would chiracterize
the process of forming a given clay intercalation compound as "ion
exchange" whereas the formation of a graphite intercalation compound is due
to a chemical reaction. Since different clays have different areal charge
densities on the layers, the in-plane intercalate density is typically
changed by changing the host clay. The more important difference is the
rigidity of the host layers. Graphite layers consist of only a single
atomic plane. Therefore the layers are rather floppy and collapse around
the intercalated guest species and a microporous structure cannot be
maintained. In contrast, clays are a multilayered host and as a
consequence the layers are rather rigid. Thus permanent porosity can be
induced in these minerals by exchanging large polyatomic cations for the
naturally occurring ones. The resulting material is known as a "pillared
clay" and the large cations which prop the host layers apart are referred
to as "pillars".[21 Despite the utility of such structures for catalysis
and molecular sieving, [3-5] relatively little information is available
concerning the details of the pillar-host interaction. Here we review
recent incoherent, inelastic neutron scattering results in the energy range
of 20-140 meV for montmorillonite pillared with tetramethylammonium ions
and vermiculite pillared with trimethylammonium ions.

Mat. Res. Soc. Symp. Proc. Vol. 166. 1990 Mmterilms Research Socety
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Both of these clays are 2:1 layered silicates which have the basic
structure shown in figure 1. There are essentially four layers in clays of
this type: 1) the gallery in which the intercalated species reside; 2) a
tetrahedral layer which consists of SiO 4 tetrahedra joined at the corners;
3) an octahedral layer composed of edge-joined A104 (OH)2 octahedra; and 4)
another tetrahedral layer. Different clays are then formed by various
substitutions on the octahedral and tetrahedral sites. For example, two
major classes of clays are distinguished by the occupancy of the octahedral
sites. If all of these sites are occupied, the clay is referred to as
trioctahedral, W,;ile it is dioctahedral if 2/3 of the sites are occupied.
The vermiculite used in this study is a trioctahedral clay where the charge
on the host layer comes principally from substitutions of Al for Si in the
tetrahedral sites. In addition, most of the trivalent Al on the octahedral
sites is replaced by divalent Mg. The combination of the tetrahedral
substitutions and the rather large areal charge density on the vermiculite
host layers results in the presence of rather large crystallites in the
starting material. This made it possible to sediment the pillared clay to
obtain reasonably well oriented samples.

Montorillonite on the other hand is a dioctahedral clay which has a
much lower areal charge density residing principally on the octahedral
layers. In other words, there is virtually no substitution of Al for Si in
the tetrahedral sites. This causes the crystallites to be much smaller and
therefore the sample could not be well-oriented by sedimentation. In fact
the area] charge density and therefore the in-plane density of intercalated
ions is less than 1/2 that of the vermiculite samples.

EXPERIMENTAL PROCEDI E

The inelastic neutron scattering results were obtained using the Be-
graphite-Be filter analyzer on the BT4 spectrometer at the Neutron Beam
Split-core Reactor (NBSR) at the National Institute of Standards and
Technology. A pyrolytic graphite monochromator with collimations of 40'-
20' before and after it respectively was employed for the energy range of
20-40 meV, while a Cu monochromatov with collimations of 60'-40'was used in
the energy range of 35-140 meV. The overlap of 5 meV in the two data sets
was sufficient to allow the data to be scaled. Under these conditions, the
energy resolution of the instrument varied from <2 meV in the low energy
portion of the spectra to about 5.5 meV at 100 meV and finally to 9 meV at
140 meV. The fast neutron backgrouod was measured and subtracted. For
vermiculite two sample orientations were used, one with the scattering
vector perpendicular and the other with it parallel to the planes. All
measurements were performed with the sample at liquid nitrogen temper-
atures. Both samples were prepared from naturally occurring clays using
standard ion-exchange techniques. The vermiculite host material was from
Llano, Texas, while the montmorillonite was from Crook County, Wyoming.
Further details of the sample preparation will be given elsewhere. [6,7]

RESULTS & DISCUSSION

Tetramethyl ammonium montmorillonite

The incoherent, inelastic neutron scattering spectrum for tetramethyl-
ammonium montmorillonite is shown in figure . The four sharp peaks seen
in the lower energy portion of the spectra have been assigned to the singly
degenerate, symmetric torsional mode of the CH3 groups (27.4 meV, A
symmetry group); the triply degenerate, antisymmetric CH3  torslona]
excitation (38.0 meV, T, symmetry); the doubly degenerate C-N-C bending
mode (45.8 meV, E symmetry); and the triply degenerate C-N-C bending
vibration (57.1 meV, T2 symmetry). It is important to note that both of
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Figure 1. Schematic diagram
showing the four layers of a 2:1
layered silicate. The open circles
indicate the oxygen sites, the open
symbols containing an "H show the
hydroxyl sites, the small closed
circles indicate the tetrahedral
sites, and the large closed circles
represent the octahedral sites. The
guest species reside in the open
region between the clay layers which
is termed the "gallery".
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Figure 2. (left) Inelastic neutron scattering spectra of tetramethyl-
ammonium montmorillonite. The open and closed circles represent data taken
with the pyrolytic graphite and Cu monochromators respectively. The solid
line is a spectrum calculated for tetramethylammonium ions convoluted the
result with the instrumental resolution. The label 7 refers to symmetric
and antisymmetric torsional modes of the methyl groups, 6 refers to bond-
bending vibrations, and P refers to the stretching vibrations of the C-N
bonds. The labels in parenthesis indicate the symmetry groups of the
various modes. The singly degenerate A, mode and the triply degenerate T1
mode are both Raman and infrared inactive.

Figure 3. (right) The barrier to rotation of the methyl groups in
tetramethylammonium ions as a function of the volume available in different
systems. The barrier was calculated using the simple harmonic
approximation [11]. The data for the tetramethylammonium halides were
taken from Ratcliffe and Waddington [12] while the data for the ions
occluded in the different zeolite cages and the free ion calculation were
taken from the work of Brun et al. [13].
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the torsional modes are both Raman and infrared inactive. Since the
intensity of a feature in an inelastic neutron scattering experiment is
proportional to the square of the displacement vector, one needs only to
solve for the eigenvalues and eigenvectors of the dynamical matrix in order
to obtain the positions and intensities of the peaks.[8] The solid line in
figure 2 is the result of such a normal mode calculation for the internal
vibrations of the tetramethylammonium ions which were assumed to have no
intrinsic width, convoluted with the calculated experimental resolution.
While more details of this calculation will be given elsewhere [7], a
couple of points are worth mentioning here. First only the eigenvectors of
the H atoms were used since scattering from them dominates the spectrum due
to their 80 barn cross-section. Second the positions of the higher energy
peaks (the C-N stretches and one N-C-H bend) were not determined from the
neutron scattering data. Instead they were taken from the Raman work of
Dutta, Del Barco, and Shieh [9] and Kabisch [10].

Using the simple harmonic approximation and the fact that the barrier
B is much larger than the coupling between the methyl groups, one can
closely approximate B from the energies of the torsional modes using the
equation [11]

B .L-( 2+ 372 (2)
36F s s

where the r's refer to the energies of the symmetric and antisymmetric
torsional modes and F (= 0.677 meV for tetramethylammonium ions) is a
parameter which is inversely proportional to the effective moment of
inertia of the CH3  groups. Using the above values for the torsional
energies, one obtains B - 209 meV. Similarly the coupling between the
methyl group torsions r can be obtained with the equation [11]

r = -L -2  (2)-36F a s/  2

which gives r - -28 meV. Comparison of these values with those obtained
from previous neutron scattering results for tetramethylammonium halides by
Ratcliffe and Waddington [12] and for tetramethylammonium ions occluded in
zeolites by Brun et al. [13] show that the value of r does not appreciably
change for these vastly different systems. The value of B, on the other
hand, proves to be extremely sensitive to the environment of the
tetramethylammonium ion, changing from a value of 317 meV in
tetramethylammnium chloride [12] to 189 meV for tetramethylammnium ions
occluded within gmelinite cages of zeolites [13]. The dependence of the
torsional barrier on the volume available to the ion is shown in figure 3.
Here the symbols represent the values of the barriers for different
systems, the dashed line indicates the value of B - 181 meV obtained from
the torsional energies calculated for the "free" ion by Brun et al. [13],
and the solid line is a guide to the eye. The striking dependence of B on
the available volume is seen despite the fact that these are very
dissimilar systems. The most plausible explanation for such a correlation
is that steric constraints imposed by the environment dominate the
additional barrier to rotation in these systems. However the observed
dependence cannot be adequately reproduced by either an exponential
function or a simple power law relation.

An important consequence of the sensitivity of the torsional modes to
their environment is that it makes it possible to identify the presence of
different tetramethylammnium sites within a given system. For instance,
the existence of non-gallery sites was recently used to explain the
variation from Vegard's law of the c-axis lattice constant in the system
[(CH) [CH0)3NH]-vermiculite [14]. Our results indicate that if non-
gallery sites are present in the sample of montmorillonite used here, they
must be either be present in a much smaller concentration than in the
samples used in reference 14 or the volume available in the non-gallery
sites must be very similar to that of the gallery sites. It should be
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noted that while the torsional peaks shown in figure 2 are not resolution
limited they do have essentially the same intrinsic widths as those found
by Brun et al. [13] for tetramethylammonium ions in gelinite. Since there
is only one size of cage occupied in the sample with the gmelinite cages,
we feel that this is a good measure of the natural peak width and therefore
the peak broadening observed here is not an indication for multiple sites.

Trimethylammonium vermiculite

The inelastic neutron scattering spectra for both orientations of the
trimethylamnonium vermiculite samples are shown in figure 4. The peaks
seen at 28.8 and 36.8 meV are assigned to the symmetric and antisymmetric
torsional modes of the methyl groups belonging to the A2 and E symmetry
groups respectively. Note that modes having A2 symmetry are both Raman and
infrared inactive. The two skeletal bending modes belonging to the E and
Al symmetry groups are then identified as the peaks seen at 51.1 and 58.0
meV respectively. In addition, one sees a clear dependence of the
intensities of the bending modes, particularly the E mode, on the direction
of the scattering vector. This can be ascribed to the orientational
ordering of the trimethylammonium ions in the galleries. In order to
determine this orientation, normal mode calculations have been performed
for the trimethylamnonium ion for several different orientations. The best
representation of the experimental data was obtained for the N-H bond
parallel to the c-axis and this result is shown as the solid line in figure
4. While at first glance it seems that the asymmetry in the intensity of
the 51.1 meV mode is larger in the calculation than in the data,
measurements on a sample with deuterated trimethylamonium show that for
Qllc there is an additional background around 50 meV presumably due to
excitations of the hydroxyl groups in the vermiculite whose contribution is
roughly that of the calculated peak intensity. When this is taken into
account, the asymmetry in the calculated intensities Is approximately equal
to that found experimentally. Additional support for this orientational
assignment has been recently obtained using infrared techniques. Further

I I I I I I I
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details of the normal mode calculations and the results of the experiments
on the deuterated samples will be given elsewhere. [6]

This orientation of the trimethylammonium ions (N-HIIc) is certainly
favored by the elastic forces since it results in a smaller gallery height.
However the electrostatic forces arising from the clay layers would favor
the electrostatic dipole, which is along the N-H bond, to lie in the plane
i.e. N-Hic. In addition, elastic scattering results indicate that the ion
exchange is uniform, but incomplete in the vermiculite samples. [6] Thus
there are point charges in the galleries that would give rise to charge-
dipole interactions that also favor N-HIc. Therefore it is not obvious a
priori that the N-H bond would be parallel to the c-axis.

The experimental data shown in figure 4 also show a large feature at
about 80 meV which is not reproduced by the normal mode calculations. In
addition this feature is observed in the deuterated sample. Therefore it
is assigned to librations of the hydroxyl groups in the octahedral layer.

SUiY

We have reviewed our recent inelastic neutron scattering results on
the vibrational dynamics of alkylamonium pillared clays. It has been
observed that the torsional modes of the methyl groups are quite sensitive
to their environment and that the bounding clay layers add roughly 28 meV
to the torsional barrier in tetramethylammonium montmorillonite. We have
also shown that normal mode calculations give important insights into the
structural details of the pillaring process. Additional inelastic and
quasielastic neutron scattering studies of the overall dynamics of the
alkylamnonium ions promise to yield further information on the pillar-host
interactions in these potentially important materials.
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ABSTRACT

The small angle neutron scattering intensity distribution from the empty pores of the
silica glass Vycor can be satisfactorily interpreted using a simplified late stage
spinodal decomposition model, due to Cahn', if one allows for a distribution of wave
numbers in the material's density function. The result confirms that the porosity of the
glass is 28% and gives the mean wave number of the density wave to be k0 = 0.0285

A-1 with a dispersion, Ak / ko, of about 0.29. Small angle neutron scattering
measurements of ihe anionic surfactant SDS in the Vycor pores indicate that when the
surfactant is introduced into the pores at 80 x CMC in bulk solution, the surfactant
forms micelles with the same average micelle separation distance as in the bulk
solution, but the distribution of micelle separations is much greater in the glass pores.

INTRODUCTION

In order to understand the interaction of surfactant molecules in small pores we
have performed small angle neutron scattering (SANS) measurements on dry porous
silica glass and on porous silica glass filled with a solution of surfactant, sodium
dodecyl sulfate (SDS), in a contrast matching H2 0/D2 0 mixture at 80 times the critical
micelle concentration (CMC). The first part of this paper concerns the interpretation of
SANS data from the empty porous glass in terms of a simplified model of the late stage
spinodal decomposition. The second part of the paper shows how the pore structure
modifies the SDS micelle correlations in the bulk solution.

EXPERIMENT

Our porous silica samples were "Vycor brand porous glass no. 7930," a product of
the Corning Glass Works. Vycor is made by heating boron oxide glass and silica glass
to above their mixing temperature and then cooling the liquid to a temperature below
the spinodal line where the mixture phase separates into two interconnected regions.
One region is boron rich and the other is silica rich. The boron phase is then leeched
out with acid leaving a silica glass with a porosity of about 30%. The pores are about
40-60 A in diameter and run throughout the material.

Previous work has questioned some neutron scattering measurements because of
the possibility of contamination of the pore surfaces by water vapor.' To prepare the
glass, we slowly heated the Vycor to 5500 C under an oxygen flow and maintained the
heat and oxygen for at least 4 hours. This served both to dry any residual water out of

MAt. RAs. Soc. Symp. Proc. Vol. 166. ' 1990 Materials Research Society
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the Vycor pores and to burn off any hydrocarbon impurities present on the pore
surfaces. IR measurements by Metcalfe and Shanker indicate that this method cleans
most of the hydrocarbon impurities from the glass pores. After cleaning, the Vycor was
either immersed In the solution to be measured or stored in a dry nitrogen atmosphere.
The Vycor samples were all rectangular in shape and were 1.6 mm thick with faces
about 5x20 mm.

The measurements were performed at the SAD neutron diffractometer of the
Intense Pulsed Neutron Source at Argonne National Laboratory. This spectrometer
measures neutrons scattered in a q-range of 0.005 to 0.35 AKI; this q-range
measurement is sensitive to structure sizes from 20 to 1200 A. All scattering
measurements were standardized to absolute units of cm"1 . The high q portion of the
signal where the low intensity isotropic background dominates, above about 0.3 A-1,

was used to estimate the incoherent contribution to the signal. This contribution has
been subtracted from all data shown here.

RESULTS AND DISCUSSION

A - Dry Vycor

In 1965 Cahn suggested that the early stage spinodal decomposition could be
described using a linearized form of the time-dependent Ginzburg-Landau model' and
from this work Cahn showed how the spinodally decomposed material's density
function could be simulated. The single variable in Cahn's density simulation is a
wave number, k0, describing the length scale of a density wave. The static structure
factor (SSF) measured by scattering experiments is the Fourier transform of the
density correlation function. This density correlation function, when properly
normalized, is called the Debye correlation function, T(r), for the porous material.'
Recently Hopper" and Berk' have explicitly constructed the analytical form of the
Debye correlation function. In addition, their method explicitly allows for a range of
porosities, 4,, and a distribution of wave numbers in formulating the density function.
In this work we extend Hopper and Berk's work by allowing for dispersion of the wave
number according to the Schultz distribution. The Schultz distribution is given by

I Fo (z+t1)

where k0 is the average value of k and z is a measure of the dispersion of k,

Ak / ko = 1 / fzI '. Ak is the distribution's full width at half maximum.
In figure 1, we compare the SANS data of dry Vycor with 2 different static structure

factors calculated using our implementation of the Cahn phenomenology, The
experimental data are shown as error bars and they generally agree with the results of
other workers. The incoherent background subtraction brings the high q portion of
the dry Vycor intensity towards the q-4 dependence expected in the Porod region for
smooth surfaces. We stress, however, that in Vycor, the Porod region, where surface
structure effects dominate, should occur above 0.3 A-1 in the scattering signal
considering the fact that the pore sizes are around 50 A. The calculated static
structure factors shown in figure 1 are expressed in absolute units on the same scale
as the experimental data. The solid line is the SSF calculated with a density wave
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having a Schultz distribution of wave numbers. The mean wave number is 0.0285 A-',
the dispersion is 0.29, and the porosity is 28%. All three of these parameters are
independent and the variation of any one of them from these values lessens the
agreement between the calculated and measured structure factor. The high q region
of the calculated SSF may be low because the Schultz distribution cuts off at twice Its
mean value and so the contribution to the scattering Intensity from any wave numbers
in the density distribution above 0.057 A1 are absent from the calculation. The
Schultz distribution has the advantage that it goes to zero at q , 0. but a distribution
with a longer tall may fit the observed data better. The dotted line In figure 1
represents the SSF from a simulated structure with an almost delta function
distribution of the wave numbers centered at ko - 0.0285 A-1. The wave number
distribution is actually a narrow Gaussian in order to avoid the delta function in
i- tensity which would otherwise arise at q - k0. This comparison supports our belief
that the Vycor structure can be described using Cahn's random wave simulation of the
late stage spinodally decomposed structure having a 29% wave number dispersion.

1000

100

0.1
0.004 0.01 0.1q (A")

Figure 1: SANS slgal from dry Vyoor. The sold 1ne is thlheoretcalr0m, inabslte unis, based on
Cahn's theory of spinodal decomposition. The average wave number Is 0.0285 A1, the porosity Is 28%
and the dispersion is 0.29. The dotted ne Is the same calculation with a dispersion of amost 0.

Figure 2 compares simulated structures with and without the wave number
dispersion. Figure 2a and 2b are planar cuts of an 80 x 80 x 80 cell simulation. These
structures have a porosity of 34% and an average wave number of 0.785 inverse cell
lengths which corresponds to a wavelength of 8 cell lengths. The structure shown in
2a has a Schultz distribution of wave numbers with tlk / ko - 1/4 while in the 2b it has
a dispersion ak / ko - 0. The difference in these two structures is responsible for the
q-space variations in the calculated SSF's shown in figure 1. A comparison of figure
2a and 2b indicates that the Schultz distribution of wave numbers increases the
chance of small pores occurring and also increases the interpore connectivity. The
Debye correlation functions of these two structures are shown in figure 2c. The curves
are the analytical forms of the Debye correlation functions and the solid points mark
values calculated directly from the simulated structures shown In figures 2a and b. In
addition to illustrating that the analytical Integration of the simulated density
distributions yield the correct results in these cases, the curves also show that the
added disorder Introduced when the density function contains a Schultz distribution of
wave numbers causes the Debye correlation function to decay far more rapidly than
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when only a single wave number is present.
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Figure 2: Simulation of spinodally decomposed structures showing the extended interconnected phase
domains. 2a and b are planer cuts from 80 x 80 x 80 oel structures wkh ko - 0.785 Inverse cell lengths

and a porosity of 34%. 2a has a dispersion of 0.25 while 2b has a dispersion of zero; the different
characters of these two structures arises from theIr different dispersions. 2c is the Debye correlation
function of the two simulated structures of 2a and b. The dashed line is the analytical correlation function
of the dispersion - 0.25 case and the solid line is the analytical correlation function of the zero dispersion
case. The squares and circles mark correlation function points calculated by directly Integrating the
density functions of the structures shown in 2a and b respectively.

In order to measure micellar formation in Vycor, we eliminated the strong scattering
signal from the glass-pore contrast by filling the pores with a contrast matching fluid of
H2 0/D20 mixture having the same scattering length density as the glass. The open
circles in figure 3 are the measured scattering signal from Vycor filled with a [40/60]
proportion of H2 0/D20. There is some remaining signal at low q which is probably
due to small pores filled with residual air bubbles. The maximum in the contrast
matched signal is about 1% of the peak value of the dry Vycor signal.

In this work, we used SDS because it is an anionic surfactant with a negatively
charged head group in solution. This charge creates a repulsive force between the
surfactant and the OH' groups on the glass pore surfaces and eliminates the need to
consider the competition between micelle formation and surface coating actions by the
surfactant molecules.

SANS signal of Vycor which has been first submerged for 2 months in a solution of
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80 x CMC SDS in the H20/D20 contrast matching fluid and then withdrawn and
sealed in a quartz cell immediately before the measurement is shown by the solid
circles in figure 3. The primary scattering peak has roughly the same shape as the dry
Vycor peak but it is centered at a slightly lower q. In addition, a secondary peak is
present at about 0.085 A-1. With the contrast matched fluid in the Vycor pores the
observed signal should be entirely due to scattering from the micelles.

t0 :

q 0.01 f '

0.0.0 0
0.004 0.01 0.1q (k")

Figure 3: The open circles are the measured SANS signal from ontrast matched Vycor. The filled circles
are the SANS signal from Vycor imbbed with a soltilon of SDS at 80 x CMC in the same contrast matching
water.

In general SANS cross section from a bulk micelle solution can be written as'

I.(q) - S(q) P(q)
d )

where P(q) is the average form factor of the individual micelles and S(q) is the SSF
due to the intermicelle correlations. In addition to the factors given above, micelle
formation in the glass pores leads to a third level of organization in the surfactant
system. Within a pore the micelles can form a cluster with a local micelle-micelle
correlation function, but there will also be an inter-cluster correlation function amongst
these dusters of micelles. If the duster-cluster correlation function is independent of
the micelle-micelle correlation function in the individual cluster, we can write the
scattering law for the system of micelles in glass pores as

dL-q) = T(q) S(q) P(q)
d!Q

where T(q) is the cluster-cluster SSF. In general T(q) will be different from the pore-
pore SSF because the collection of micelles in a pore will not occupy the entire pore
space and so the micelle cluster center may not be located at the pore center. None-
the-less, at this time, the best estimate we have for T(q) is the pore-pore SSF
measured in the dry Vycor. Dividing the SANS signal shown in figure 3 by this
estimate of T(q) from the dry Vycor signal gives P(q) x S(q), the SSF for the collection
of micelles in an average Vycor pore. This result is shown as the filled circles in figure
4. The open circles show S(q) x P(q) for the same concentration of SDS measured in
a bulk solution. The coincidence of the peak positions of both curves indicates that the



401

average mlcelle-micelle separation is similar in both cases. The much broader SSF of
micelles in the glass pores suggests that the distribution of micelle separations is more
disordered for micelles in the glass pores than for micelles in the bulk. This result is
expected because the SDS molecule is about 20 A long and the minimum micelle
diameter is about 40 A. In the 50 A diameter pores, only a chain-like micellar cluster
can form. As a micelle moves in the glass pores, only the linearly adjacent micelles
are imposing restoring forces to maintain the intermicelle distances.. In the bulk, on
the other hand,each micelle is surrounded on the average by more micelles and the
local order is nearly face-centered cubic. In addition, inside the pore, the repulsive
interaction between the micelles and the glass walls will disturb the micelle-micelle
correlations. 4.0
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Figure 4: ThO open kres are the measured SANS sgna from SDS in water al 80 x CMC. The tiled
circles are the non-nomaized static stncture factor due io the correlations of miceltes within a single
Vycor pore.
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Abstract

Small angle neutron scattering measurements have been performed on
several samples of silica controlled pore glasses with pore sizes ranging
from roughly 7 to 30 nm. The scattering intensity is strongly peaked at
small Q and shows approximate Porod law behavior at large Q. Contrast
variation measurements have shown that the pore space in these samples is
entirely interconnected and thus forms a bicontinuous microstructure. The
scattering data have been analyzed using the leveled wave method based on an
early scheme for representing two-phase microstructures resulting from
spinodal decomposition. In this approach interfaces are modeled by the
contours of a stochastic standing wave composed of plane wave components
propagating in random directions with random phases and having wave numbers
distributed according to a given probability density, P(k). We have
determined model P(k) functions by fitting the SANS data with the leveled
wave scattering function and then used these to construct leveled wave
images of the corresponding porous structures. The average pore sizes
obtained by measuring chord lengths in the computer models turn out to agree
with the values determined for these glasses by mercury porosimetry.

Introduction

Microporous materials with narrow pore size distributions, such as
silica controlled pore glass (CPG), are model systems for studying the many
physical and chemical processes that take place in porous environments.
Small angle x-ray and neutron scattering measurements performed on CPG,
primarily commercial porous Vycor[t], have thus far been analyzed either
qualitatively[1] or in terms of models[2,3] that were not compared with the
known microstructure of CPG. Here we report an analysis of small angle
neutron scattering (SANS) measurements performed on samples of CPG with pore
sizes from 7 to 30 nm in terms of a mathematical model for a bicontinuous
structure[4,5) that derives from an early scheme due to Cahn[6] for
representing two-phase microstructures resulting from spinodal
decomposition. This so-called leveled wave model[5] yields analytic
expressions that account for the main features of the observed scattering
and, in addition, can be used to generate images of the physical
microstructure that are remarkably similar to replica electron micrographs
of CPG[7]. Physical characteristics of the model microstructure can be
calculated using parameter values obtained by fitting to the scattering
data. We illustrate this approach by calculating the pore chord length
distributions for our samples and find that the peaks in these distributions
closely coincide with pore sizes determined by mercury porosimetry.

Materials and Methods

The process used to produce the CPG samples for this study is described
in detail in [7]. The composition of the borosilicate base material was the
same for all samples and the pore size was controlled by adjusting both the
temperature and duration of annealing. The samples have been characterized
by gas adsorption (BET) and mercury porosimetry (see Table 1). Sample

Met. Res. Soc. Symp. Proc. Vol. 166. 1190 Mlterials Research Society
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porosities ranged from 50 to 75% in contrast to porous Vycor which haj a
porosity of 28%.

The SANS measurements were made on the 8-meter long SANS instrument at
the NIST 20 MW research reactor using a pinhole collimated beam with a
wavelength of 10 A. The measurement range was 0.006 to 0.09 A-' in terms of
the scattering vector Q - (4u/X)sin(0/2) where 9 is the scattering angle.
In addition to the measurements on dry CPG samples discussed here, data were
taken on samples soaked in H 0/0 0 mixtures to vary the scattering contrast
between the pores and the silica framework. At the calculated null contrast
condition, all small angle scattering was eliminated which demonstrated both
that the pore space is entirely interconnected (bicontinuous) and that the
silica framework is homogeneous to a high degree.

0 S V p ( ) K M

CPG7O 70 A 207 m2/g 0.48 cc/g 51% (0) 0.036 A-' 0.29

CPG116 116 15 0.78 63 (-0.23) 0.024 0.30

CPG1S6 156 166 0.90 66 (-0.29) 0.022 0.30

CPG2S5 255 96 0.96 68 (-0.33) 0.014 0.30

TABLE 1. Summary of data and parameters for Controlled Pore Glasses. 0 is
pore size from mercury porosimetry, S is specific surface area from nitrogen
absorption (BET), v is specific pore volume from mercury porosimetry, and 0
is the correspondinO porosity. P, K, and a are the parameters used in the
leveled wave model for these glasses (see text).

Results

The scattering data are shown in Figs. I and 2 using linear and log
scales to draw out both the small-Q and large-Q behavior. At small Q the
scattering shows a strong peak that moves to higher Q as nominal pore size
decreases. Except for CPGII6, the scattering peak positions K, nominal pore
sizes 0, and porosities 0, are approximately related by the condition
KD/$-5.1 over the whole range of pore sizes (the CPG116 data give KO/0-4.4).
Within the range and precision of these data we observe the Porod law at
large Q, indicating more or less smooth pore surfaces. Recent scattering
measurements by Schmidt, et al.[8] on commercial porous silicas find small
but systematic departures from the Porod law, indicative of surface fractal
roughness.

Theory

These data were analyzed using the leveled wave method in [S). It is
assumed that the physical, bicontinuous pore morphology can be
mathematically modeled as tbe binary leveled image of a continuous,
stochastic standing wave, S(r), generated by adding plane waves over
suitable distributions of wavevectors and phase constants. In particular,
the individual wave directions are taken to be randomly distributed over
solid angle 4s, while the wavenumbers, k, are chosen from a given P(k)
which, presumably, is peaked more or less sharply about a value, K, which
is related to the overall scale of the structure. The d3nsity function of
the porous glass is then defined pointwise by e(r)-p or p(r)-O, according to
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FIG. 1. Neutron scattering (I vs Q) from Controlled Pore Glasses (solid
lines) and theoretical fits using the leveled wave model (dotted lines).
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FIG. 2. Same as Fig. 1. on a logarithmic ordinate.
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whether S(i)>P or S(;)<P, where the level parameter 0 is determined by the
porosity #-(I+erf(P))/2, and where erf(x) is the error function. As derived
in [5], the scattering from a leveled wave morphology depends only on the
level parjmet~rs (here p) and on the autocorrelation of the unleveled wave,
7(r)-2<S(r)S(O)>-JP(k)j,(kr)dr. In particular, the scattering intensity for
this model of the pore structure can be represented exactly as the infinite
series[9]

(Q) - 4fVpI(l-) n Cn(p)fr2T(r)njo(Qr)dr, (1)
I(n-)

where V is the sample volume,

Cn (p) - exp(- 2P)H2.l(P)/(xn!2n), (2)

and H n(x) is the Hermite polynomial. Writing (1) as I(Q)-I,(Q)+I 2(Q)+-.o,
then

I(Q) - wVp2exp(-2f2 )P(Q)/Q 2, (3)

12 (Q) - xVp2f2exp(-g22)/(2Q)ffA(Q;k1 ,k)P(k)P(k)dkdk/klk2 , (4)

for the first two terms, and so on, where in (4) A(z;x,y)-l for jz-xJ5y<z+x,
zero otherwise. The contribution I, cin be viewed as the scattering from
the underlying unleveled wave, S(r), while I represents the first
"correction" due to the leveling operation that in the construction produces
a sharpely defined interface. In general the scattering at small Q is
dominated by the first few terms of the series in (1), while the large-Q
scattering (Porod law) requires summing the infinite series. In practice we
accurately compute I and 12 and then numerically sum a large number of the
remaining terms of (1) using aysmptotic representations of the Hermite
polynomials[1O] in (2) to obtain well-behaved results for n>>. This
procedure gives a good Porod law behavior ([-I/Q') at large Q.

Analysis

Theoretical curves obtained from the leveled wave scheme are shown in
Figs. I and 2, along with the data. Lacking a first principles model for
P(k), we assumed a lognormal probability function with mode k-K:
P(k)=N(log(k)-C,o)/k, where C.=Z+log(K) and N(x,a) is the normal
distribution with variance 02 and mode x=O. The corresponding mean and rms
k-values are then kav-Kexp(3o2/2) and krms-Kexp(2o

2 ). The computed curves
are 'good trials" rather than best fits, since the complexity of the
theoretical scattering function made automatic curve fitting impractical.
The level paramter 0 was fixed for each case by the known porosities and
only K and o were varied. The fit parameters are shown as the final entries
in Table 1. The predicted scattering does not incorporate instrumental
resolution, but we determined that the computed curves are relatively
insensitive to these effects under the conditions of the measurement, and we
found no significant resolution dependence on the reported parameters. Note
that a essentially does not vary over the range of pore sizes. In fact most
of the apparant broadening of the scattering with increasing K can be
attributed to the kinematical relationship of km and K for the lognormal
distribution. In particular, if Ak

2-<k2>-<k>2 , then hk/K=v/j2 for small a,
so that the relative width of P(k) is approximately constant. As the curves
show, the model does not do well at small Q, leading to persisent
underestimates of the scattering. One sees from the forms of 13 and 12,

however, that the theoretical scattering near Q-O is very sensitive to the
behavior of P(k) near k=O. It is also worth mentioning that the predicted
scattering at large Q is the result of the "infinite" sum in (1); 1, and 1,
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CPG70 CPG156

AX

CPG]16 CPG255

FIG. 3. Simulated "TEM" views, on a fixed length scale, of leveled wave CPG
morphologies using empirically determined lognormal forms of P(k) to
generate 500 random k-values. The pore space is white (slightly exaggerated
by effects of photocopying.)
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FIG. 4. Choro distributions derived from simulations in Fig. 3. (For
CPG255, a larger window was used to obtain good statistics.)
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are essentially zero in the Porod regime. Thus while the pointwise quality
of fit is low, once a has been determined, the predictions require only the
scattering peak position and given porosity to account fairly well for the
observed overall behavior.

Discussion

A central motivation of the leveled wave analysis of scattering is its
basis in a constructive--i.t., realizable geometry. In particular, using
the empirically determined P(k) we have generated the corresponding
morphologies, as shown in Fig 3, as simulated "TEMO views, and used these to
obtain chord length statistics. A chord is defined here in the following
way: starting at a point on the glass-pore interface and traversing pore
space in a given direction, a chord is the join to the next encounter with
the interface. Because the model is isotropic, chord statistics can be
obtained by measuring along a fixed direction; in fact we devised a simple
single-pass computer algorithm to count chords as the pixel-by-pixel leveled
wave images are being generated. The resulting chord-length distributions
are shown in Fig 4. In each case the mode occurs to within 10% of the
nominal pore size as determined by mercury porosimetry. The porosimetry
measurements indicate, on the other hand, that pore size distributions
narrow with increasing pore size, while the leveled wave chord distributions
broaden as the modes moves to larger sizes, althougth the width-to-mode
ratios do not increase by much. In the absense of a detailed prescription
to relate porosimetry measurments to pore-space chordal distributions, we
believe the good agreement between the pore size and most probable chord
length suggests the pertinence of the leveled wave model to describing the
morphology of controlled pore glasses.
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ABSTRACT

Small angle neutron scattering has been used to characterize the
structure of linear hydrocarbon chains chemically grafted to the internal
pore surfaces of microporous silica particles. The aim of this work has
been to relate the structure of the bonded adsorbate layers in these
particles to their performance in, for example, reverse-phase liquid
chromatography. By filling the pore space in the modified silica with a
solution that matches the scattering density of the silica framework, the
scattering from the adsorbate layers is enhanced and provides a sensitive
probe of the effective thickness, uniformity and degree of solvent
penetration in the layers. Results are presented for both monomeric and
polymeric phases of alkyl chains ranging from C8 to C30 bonded to silica
particles with a mean pore size of 100 nm.

Introduction

Microporous particles with chemical adsorbates bound to their internal
pore surfaces are being used with increasing sophistication in chemical
processing, separation and quantitative analysis. Data on the submicrcn
structure of these bonded phases that might aid in understanding or
enhancing their performance in such applications is, however, still rather
limited. To this end we have used small angle neutron scattering (SANS) to
characterize the mean thickness, uniformity and density of linear
hydrocarbon chains grafted to the pore surfaces of micron-sized silica
particles with pore sizes of roughly 100 nm. Both monomeric and polymeric
phases consisting of alkyl chains ranging from C8 to C30 (number of carbon
atoms per chain) were studied. Silica particles with such phases are
typical of so-called reverse-phase packing materials that are now widely
used in high performance liquid chromatography. For the SANS measurements
the pores and interparticle spaces were filled with a mixture of deuterated
and protonated methanol with a neutron scattering density equal to that of
the silica framework in order to suppress the scattering from the pores and
thus enhance the signal from the bonded phases. A potentially important
advantage of this technique is that the SANS measurements are made under
conditions, i.e. in the presence of a mobile solvent phase, that closely
approximate actual chromatographic conditions.

Materials and Methods

The SANS measwrements were made on a commercial porous silica,
(LiChrospher Si-I000 , E. Merck, Darmstadt, FRG) with a mean pore size of
about 100 nm. The use of a material with a pore size some 50 to 100 times
larger than the thickness of the bonded adsorbate phases simplifies the
analysis of the SANS measurements because the dominant features of the
scattering from the pore structure and those from the bonded phases occur in
widely separated regions of scattering angle.

Mat. Rel. SO. Symp. Proc. Vol. 166. 91990 Materials Research Society
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Monomeric C8, C18 and C30 bonded phases were prepared by first vacuum
drying the silica at 150 C to remove adsorbed water followed by exhaustive
silanization with the corresponding monofunctional n-alkyldimethyl-
chlorosilane in carbon tetrachloride. A polymeric C18 phase was prepared
using a trifunctional reagent, octadecyltrichlorosilane in the presence of
water. After refluxing in each case for about four hours, the modified
silica was filtered, washed several times to remove both polar and nonpolar
residues, and dried under vacuum. Further details of the synthesis are
given in [1].

For the SANS measurements the modified silica was soaked in a mixture
of 64% (by volume) deuterated and 36% protonated methanol to form a slurry
that was transferred and allowed to settle in 2 cm diameter x I mm path
length cylindrical quartz sample cells. Dry and methanol soaked samples of
unbonded LiChrospher particles were prepared as well. The soaked unbonded
sample gave a constant level of scattering for scattering vectors Q > 0.02
A- I which confirmed that the scattering length density of the methanol
mixture (3.6 x 1010 cm-2 ) closely matched that of the silica matrix thus
effectively masking the scattering from the pores.

The SANS measurements were made on the 8 meter long, pinhole
collimation, SANS instrument [2) at the NIST research reactor. Most of the
data were taken with an incident wavelength of 6 A (AI/X = .25) with the
beam impinging near one edge of the instrument's 65 x 65 cm2 position-
sensitive detector. The resulting range of scattering vectors was 0.013 < 0
< 0.16 A-i where Q = 4x/X sin$ and 0 is half the scattering angle. The raw
data were corrected for background and scattering from the quartz cell and
placed on an absolute scale of cross section per unit volume by comparison
with the scattering from a standard silica gel sample whose forward
scattering cross section (32 ± 1 cm -1) had been determined by several
independent methods.

Following the SANS measurements, the mass of silica and solvent was
determined and a weight percent carbon analysis was performed for each
sample. For the monomeric phases, the carbon analysis provided values for
the coverage area per bonded chain that could be directly compared with the
SANS results.

Results and Analysis

The scattering from the dry, unbonded LiChrospher sample exhibited the
characteristic I/Q4 dependence known as Porod's law (Fig. 1)

d_ LiS (pm - p )2/Q4
d0 V P(1)

over the entire Q-range of the measurements, where S is the total surface
area of the pores in the volume V exposed to the neutron beam, and (p -
p )2 is the scattering contrast between the silica matrix (p - 3.6 x TOIc
cM-2) and the pores (p - 0). From the absolute intensity of The Porod law
scattering, and the Measured sample mass, the specific surface area of the
LiChrospher particles was determined to be 25 t 5 m2/g (whereas nitrogen
adsorption gave 32 m2/g). More importantly, the observation of Porod
behavior implies that for the Q-ranged probed, Qt >> 1 where f is any
characteristic dimension of the pore structure such as the mean curvature or
pore size. Thus details of the pore structure do not affect the scattering
in the region of our measurements and need not be considered further.

Prior to filling with the CD30D/CH3OH pore maskant, the scattering from
the bonded phase particles is dominated by the strong Porod tail from the
pore scattering. Once imbibed with the maskant, however, the character of
the scattering changes entirely and exhibits, as shown in Fig. 1, a I/Q2 -

dependence at low Q with a gradual leveling off at larger Q due to the
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underlying flat incoherent scattering from the hydrogen in the methanol and
bonded phase. A I/Q2 dependence is characteristic of scattering from thin
layers whose lateral extent is much greater than their thickness.
Consequently we attempted to fit the data for the bonded phase samples to
the scattering function for an ensemble of randomly oriented thin disks [3],

d. = 2iS (pm Pbp )2 D2 [sin(OD/2112 + d2
dQ V m b 2 (QD/2) J dfli  (2)

where D is the disk thickness p is the scattering length density of the
bonded phase, and dZ./d(1 represek~s the structureless incoherent scattering.
According to (2), thi coherent scattering, which initially falls as 1/Q2
with increasing Q, should fall off more sharply when /Q := D. This expected
downturn is completely obscured, however, in the data shown in Fig. 1 by the
incoherent scattering. Estimating the thickness D using (2) is, therefore,
dependent on an accurate determination of the level of incoherent
scattering. In the absence of data extending to larger angles, an estimate
for the incoherent level was calculated from the results of SANS
measurements on separate samples of pure CD30D and CH3OH, taking into
account the volume displaced by the silica in the samples of interest. This
estimate of the incoherent scattering, which is shown as the dashed line in
Fig. 1, is considered to be a lower limit, since it does not include any
contribution from the bonded phase itself, while the large Q limit of the
data provides an upper limit.

0 0 - Unbonded Silica Gel

2 00 A - Gel + Maskant +
00 C18 Bonded Phase

- 1 1-

-2 I

-2.0 -1.5 -1.0 -0.5

LOG(Q (X-'))
Fig. 1. Log-log plot of the scattering from a dry, unbonded sample of
LiChrospher Si-1000 and from a LiChrospher sample with a monomeric bonded

phase imbibed with pore maskant. The long and short solid lines have slopes
of -4 and -2, respectively. The dashed line is an estimate of the

incoherent scattering for the bonded phase sample as discussed in the text.

With the level of incoherent scattering constrained between narrow
limits as described above, reasonably good least-squares fits (X2  values
from 1.5 to 3) to the data for the C18 and C30 monomeric phases and the C18
polymeric phase could be obtained with (2). The results for the net
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coherent scattering and fitted lineshape for the C18 monomeric phase data
are shown in Fig. 2. With the incoherent background subtracted, the
remaining coherent component shows the expected downward curvature that is a
direct measure of the thickness of the bonded phase in both a log-log plot,
Fig. 2a), and even more clearly in Fig. 2b) where the net coherent
scattering has been multiplied by Q2 to bring out the (sinx/x)2 behavior in
(2). Values for-the thickness of the C18 and C30 phases obtained in this

CIS Monomeric Bonded Phase

1 o.12

- I I I 0.0

0.00 oo0
00

1 0.06

0

1 0.031 - I - I I 1 1 -,
-2 .0 -1.5 -1.0 0.00 0.05 0.10 0.15

LOG(Q (k-)) Q(A-')

Fig. 2. The net coherent scattering for the CI8 monomeric bonded phase
sample a) in a log-log plot, and b) multiplied by Q2 to emphasize the
downward curvature at larger Q values.

way are listed in Table I. For the C8 sample, which gave the weakest
scattering signal, the uncertainty in D obtained by this procedure was
comparable to D itself. It was possible, however, to estimate D for this
sample by an indirect method described below.

All of the scattering data, along with what are considered to be the
best fits obtainable with (2), are shown in Fig. 3 where the total cross
section (which includes the incoherent scattering) has been multiplied by Q

2

and plotted versus Q2. Plotted in this way the data appear nearly linear
(with the exception of the low-Q region of the C30 data which may indicate
that the coverage is not uniform in this case) with a limiting slope at
large Q that is determined by the incoherent scattering term in (2). The
reason for plotting Q2 dX/dO versus Q2  is to emphasize that although a
direct determination of D is strongly affected by the incoherent background,
the quantity that is well determined, and little affected by this
background, is the extrapolated value of Q2 dX/dQ at Q = 0, the y-intercepts
in Fig. 3. These intercepts provide a precise measure of the product, (p -
p )D in (2) (since the other factors are known independently ( 9Oom
mQtsurements on the unbonded silica). In this product the bonded phase
scattering density, p i, Is not known a priori because it depends on the
degree of solvent penet tton in the bonded phase. If we let x represent
the volume fraction of the bonded phase occupied by the alkyl chains, then
we can write (p - Pb )D - (P - Pc )xD where p is the scattering density
for the particular alkyl Thain which can bec alculated from its chemical
structure and molecular volume. Hence without any recourse to model
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Bonded ARDI D x pC2  v P C C3 A
Phasec c A5  AS

lo5A-1 A 1010cm't A3 % jmol/m2 A2 A2
--------------- a-------------------------------------
C8,14 2.5±.2 10±2 .65±.15 -.38 405 1.38 3.7 62±25 45

C18,14 4.6±.4 17±3 .66±.15 -.41 544 2.70 3.7 48±20 45

C30,14 6.2t.5 25±4 .63±.15 -.34 982 3.32 2.8 62±20 59

C18,P 7.0t.5 21±3 .88±.l -.41 - 4.83 - - -

1. AP P - Pp - (P, - Pd)xD
2. PC I bi/vc, bi is the scattering length of the ith atom in the chain.

3. a I lO'PC/(l2OO nc - PC(NIJ)), nc Is the number of carbon atoms in a
S p chain of molecular weight N.

4.onA5.A(: ) A. NA - Avogadro's number
assmedvale bsedon esuts orother monomeric phases.
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fitting, we can conclude from the plots in Fig. 3 that the quantity xD
increases with alkyl chain length for the monomeric phases and increases
further for the C18 polymeric phase. If x were nearly constant for the
various phases, this trend in the intercepts would imply a corresponding
trend in the thickness 0. If, however, we make use of the values for D that
were reasonably well determined for all but the C8 sample by the fitting
procedure described previously, we would conclude, as listed in Table I,
that x a 0.65 for the monomeric phases, but is = 0.85 for the C18 polymeric
phase. Thus by combining the information contained in the shape and
magnitude of the scattering, we infer, for example, that the C30 monomeric
and C18 polymeric phases differ not so much in thickness as in density with
the polymeric phase being more dense and thus excluding more solvent.

Our SANS results are summarized in Table I along with the results of
the carbon analysis. For the monomeric phases, the SANS and carbon analysis
results provide independent means for calculated the coverage area per alkyl
chain. Because of the number of factors involved, the SANS values for the
coverage areas have rather large uncertainties and furthermore are based on
the SANS determination of S (25±5 m2/g) whereas the value 32 m2/g measured
by nitrogen adsorption waspused to derive the coverage area from the carbon
loading.

Conclusions

The SANS technique with pore masking is a sensitive method for
detecting and characterizing certain features (in particular, the product of
the thickness and scattering density) of thin adsorbate layers in actual
commercially used microporous materials. Furthermore, the measurements can
be made under solvent conditions that closely approximate conditions of
actual use. For low molecular weight adsorbates such as those in this
study, an accurate determination of the incoherent scattering from all
sources is required in order to extract the coherent component that is
related to the structure of the bonded phase. For high molecular weight
adsorbates such as polymers, SANS could provide not only average thickness
and adsorbate density but also the density profile through the thickness of
the adsorbed layer.
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SMALL ANGLE NEUTRON SCATTERING AND SMALL ANGLE X-RAY SCATTERING FROM BUI

MICROPOROUS SILICA.
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The microstructure of low-density porous silica precursor (unsintered)

bodies was studied as a function of starting chemistry. The ratio of

colloidal silica sol to potassium silicate is known to have a marked effect

on the size distribution of pores in this material, which in turn have a

major impact on the resultant physical properties of the sintered product.

In the present research, the sizes and the size distributions of particles

underlying the pore microstructure was investigated, and it was found that

the lower the amount of colloidal silica, the greater the size distribution

of particle aggregates.

INTRODUCTION

There are numerous advantages of the sol gel process, the most interesting

of which may be the possibility of preparing novel materials which cannot be

fabricated by conventional methods. The microstructure of the as-dried

body, to a large extent, dominates other processing parameters In

determining the physical character of the product (sintered) ceramic. In

porous silica, the porosity influences the dielectric, optical and other
properties of the material, and an important issue is the control of the

number and size distribution of pores. It had earlier been demonstrated(l)
that the pore size distribution is very sensitive to the chemistry of the

starting materials. The present work was begun in an attempt to understand

the particle microstructure underlying the successful pore distributions.

Due to the wide size range (10 nm to 0.3 pm) for the colloidal particles

and the agglomerates, their scattering was measured by both small angle x-

ray (SAXS) and small angle neutron scattering (SANS). In applying these

techniques to the porous silica precursor bodies, several important factors
were considered. In particular, the particle density is - 15%, and thus the

samples may not be dilute enough to avoid multiple scattering or

interparticle interference. In order to avoid the former, the x-ray

experiments were performed using 10 and 11 keY photons. Copious multiple

scattering had been observed at 6 and 7 keV, but none was observed at 10

keV. Multiple scattering was not a problem in the neutron case.

Interparticle interference was avoided by the nature of the scattering

system, in that it is very polydisperse. It was shown(2) that because every
major portion of the particle size distribution in the present system is

dilute one can proceed with the analysis and derive particle volume

fractions as a function of particle diameter without the added complication

of assuming an interparticle interaction potential.

The porous silica samples were prepared from 10 to 30% colloidal silica

and 90 to 70% potassium silicate. Prior to further processing, the dried

gels must be leached to obtain nominally alkali-free precursors because upon

firing the alkali ions cause the formation of crystobalite, which in turn

causes the formation of cracks. A particle distribution which facilitates

the removal of alkali in the leaching process is thus very desirable. It

had been determined(l) that the precursor with the least colloidal silica
was the one from which the alkali ions were most effectively and completely

removed. The present study is concerned with the microstructure underlying

this behavior.

Mel. Nes. Soc. Symp. Proc. Vol. 166. 1990 Msterisls Research Society
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Porous silica precursor gels were prepared by the Shoup(3) technique. A
colloidal silica sol with 40 wt.% SiO2 and 0.41 wt.% NazO, the balance being

water, was mixed in various ratios with a potassium silicate component

consisting of 20.8 wt.% SiO. and 8.3 wt.% K20, the balance being water. The

colloidal sol solution was at pH 9.7 while that of the silicate was pH 11.3.

The two components were mixed in ratios varying from 10 to 30 wt.% colloidal
silica sol and 90 to 70 wt.% potassium silicate. A 25 wt.% formamide

solution was added in each case to induce gelation. The details of the

sample preparation are given elsewhere(l). The gels were dried at 70* to

80* C and then, with no other intermediate steps, sliced into discs. The

samples ranged in thickness from 0.066 to 0.094 cm. The final particle

densities of the precursor samples were 14 to 18% of theoretical, with the
10% colloidal silica and 90% potassium silicate 110:90) being the most dense
and the 30% colloidal silica and 70% potassium silicate (30:70) the least

dense.

EXPERIMEN

The SAXS measurements were carried out on a modified Bonse-Hart-type
double crystal diffractometer temporarily installed on the X23A3 beamline at
the National Synchrotron Light Source, Brookhaven National Laboratory. The
resolution of the instrument enables the measurement of scatterers as large
as 0.8 pm. Measurements were performed using 10 keV incident photons and
repeated with 11 keV photons to check for the presence of multiple
scattering. Since the desmeared scattering curves were independent of x-ray
wavelength, it was concluded that multiple scattering was negligible.
Scattering curves were measured for five samples: 10:90, 15:85, 20:80,
25:75, and 30:70. These curves were first put on an absolute intensity
scale by a primary calibration technique(4) and then desmeared .sing the
technique of Lake(5). Details of the instrument function, harmonic
rejection, desmearing and absolute calibration are given in reference 6.

SANS measurements were carried out on the 10:90, 15:85, 20:80, and 25:75
samples. The SANS camera was the 8 m SANS instrument installed at the 20 MW
research reactor at the National Institute of Standards and Technology.
This facility makes use of a helical channel velocity selector to choose the
incident neutron wavelength where the wavelength spread is 0.25. The mean
wavelength for these measurements was 0.6 nm. A detailed description of the
SANS facility is given in reference 7.

DATA ANALYSIS AND RESULTS

The SAXS intensities are shown on a ln(I) vs. h
2 

scale in Fig. 1, where
h=(4*/A)sinf, A is the x-ray wavelength and 0 is one-half of the scattering
angle. The 10:90 data has the most curvature and the 30:70 the least, with
the data from the other samples falling systematically in between. Such
curvature is characteristic of samples which contain a distribution of sizes
of scatterers. As the amount of colloidal silica is increased, the data
show a systematic narrowing of the aggregate size distribution. Estimates
were made of the lower limit on the maximum particle size for each sample
using data in the range 0.007 < h < 0.015 n

-
. The results of this Guinier

analysis(8) are given in Table I.
To obtain a quantitative description of particle sizes, the SAXS

intensities were analyzed. Size distributions were derived using the

maximum entropy technique(I0) for spheres implemented in the program MAXE

from the UKAEA Harwell Laboratory. The results are shown in Fig. 2. Sharp
features in the distribution curves are taken as representative of actual
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Fig. 1. In (1) vs. h for the SAXS from the porous silica precursor
samples.

particle diameters, while ripples in the distribution are most likely due to

the Bessel function representation of spheres. Since spheres are a
reasonable approximation for these scatterers (particles and agglomerates),
number distribution curves could be calculated, and these are shown on a log
scale in figure 3. Figures 2 and 3 show peaks in approximate multiples (1,

2, 3 .... ) of D = 14 nm, which is the diameter of the colloidal particle, and

much larger aggregates.
The range of h values available with 0.6 nm neutrons is 0.15 to 1.1 nm

-
.

Thus the largest measurable particle is much smaller than in the x-ray case.
In the h range from 0.2 to 0.3 nm

" 
, the data exhibit Porod behavior with

I(h) falling off as h
-

1. Therefore the standard Porod analysis(9) was
carried out to obtain the total surface scattering area per unit volume for
each sample. The SANS Porod results are shown along with the SAXS Guinier
results in Table I.
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Fig. 2, Volume distribution maximum entropy results from an analysis

of the SAXS from the porous silica precursor samples.

TABLE I

Effective Maximum Particle Sizes from a Guinier Analysis of the SAXS data
and surface scattering area from a Porod analysis of the SANS data.

Effective Total S)rface

Saftie Tickness, aim S M.R Scatterina Area. cm
2

10:90 0.089 126 1.16 x 105
15:85 0.089 122 1.39 x 105

20:80 0.066 104 1.79 x 105

25:75 0.091 93 1.87 x 105
30:70 0.094 75
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diameter.

DISCUSSION AND CONCLUSIONS

For porous silica bodies, the size distributions that are determined from

a maximum entropy analysis are consistent with what can be inferred from
conventional Guinier and Porod analysis. In all of the samples, the results

indicate the presence of single particles as well as clusters of 2, 3, 4, .

. . particles and much larger aggregates. The proportion of single
particles to large aggregates is a strong function of starting chemistry.
The sample with the most colloidal silica (30:70) had the largest proportion
of single particles and the least large aggregates. The sample with the
least colloidal silica (10:90) contains the greatest fraction of large

aggregates. Results for the remaining samples fall systematically between
the two extremes. A larger volume fraction of spheres evidently inhibits
clustering whereas a lower volume fraction favors a wide distribution of
clustering. From the present study, the greatest polydispersity in pore

sizes is predicted for the porous silica precursor prepared from the least
colloid.
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SMALL ANGLE NEUTRON SCATTERING STUDY OF CRITICAL
BINARY FLUIDS IN POROUS GLASSES

S. B. DIERKER AND P. WILTZIUS
AT&T Bell Laboratories, Murray Hill, N.J. 07974

ABSTRACT

We present small angle neutron scattering measurements of the static structure
factor S(q) of the binary fluid mixture water-lutidine imbibed into the porous glass
Vycor as a function of temperature and composition. S(q) changes from a Lorentzian
in the one phase region to a Lorentzian squared at the random field transition. The
correlation length increases from - 20 A in the one phase region to to - 52 A (
pore diameter) in the frozen domain state.

INTRODUCTION

Confining a critical binary fluid mixture within a porous random medium, such
as porous glass, leads to dramatic changes in the mixture's physical behavior. The
differences betweeh the interaction energies of the two fluids both with the internal
surface of the glass and with themselves become very important in the vicinity of the
critical temperature, where the interfacial tension between the coexisting fluid phases
vanishes. The wall-fluid interaction exerts an external field on the liquid mixture.
When the correlation length in the fluid is comparable to or larger than the pore
size, this external field will be effectively random from one correlation volume to
another if the host porous material is random on those length scales. We thus have a
good model system for studies of finite size effects in the presence of a surface field,
wetting, and the effect of random fields on p .ase transitions.

We have been studying the behavior of the critical binary fluid mixture water
and 2,6-lutidine imbibed in porous Vycor glass.l1' [2] [3] The bulk mixture is in the one
phase region at room temperature and enters the two-phase region upon heating
above - 33" C.

The random porous host we chose to confine the binary liquid in was
commercially available Vycor glass (Vycor 7930, Dow Corning). Vycor is
manufactured from a borosilicate glass-forming melt with a high concentration of
B 2 03. This melt is cooled below its demixing temperature, forcing it to phase
separate. The alkalioxide-rich phase can subsequently be leached out, leaving a fully
interconnected porous network. We previously characterized the structure of this
network using small-angle neutron scattering. 41 The two main features we want to
point out here are the pronounced maximum at Qm ,- 0.023 A - 1 and the power law
S(Q) _ Q-4 at larg,. Q. The dominant length scale, 21r/Qm - 270 A, can be
interpreted as the mean spacing between pores (average pore radius - 30 A). The
Porod slope of -4 at large Q indicates that the internal surface of the glass is sharp
and not fractally rough. Furthermore, it is important to note that the glass structure
is rigid and does not exhibit any dynamics of its own when imbibed with a critical

Mat. Res. Soc. Symp. Proc. Vol. 166. ©1990 MaterIai, Research Society
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binary fluid, unlike, for example, gels or polymers. 51

Upon warming a piece of Vycor with a critical fluid mixture imbibed into it, a
first striking observation is that the fluid does not phase-separate macroscopically as
it does in bulk. The sample develops a uniform cloudiness, which might be due to
micro- or mesoscopic phase-separated domains. These domains must be very small
because they are not observable even under a 40x microscope at 80' C.

QUASIELASTIC LIGHT SCATTERING

We previously used quasielastic light scattering (QELS) to probe temporal
fluctuations in the composition of this system.[' In a bulk-fluid mixture, t -- time-
autocorrelation function of these fluctuations is a single exponential, as expectc ' I,_
diffusive hydrodynamic processes in thermodynamic equilibrium. As T, is
approached, the time scale - inversely proportional to the decay rate of the
exponential - diverges with the same critical exponent as the correlation length. This
picture is dramatically altered when the fluid mixture is imbibed into Vycor. The
decay time does not grow very large, even as the temperature is raised almost 30
degrees above the bulk T. Furthermore, the qualitative character of the
autocorrelatioa function changes from single exponential to very strongly
nonexponential at a temperature of 60* C. This is a strong signature for the
occurrence of a random field transition. The fluid system has dispersed into micro- or
meso- phase-separated domains that might extend over several pores inside the glass.
Each small domain experiences a locally varying surface energy that must be
overcome for domains to grow to larger sizes. In contrast to the bulk-liquid system
where only one energy scale (set by the temperature) is present, the imbibed fluid
experiences a broad distribution of energy barriers. This concept is central to our
understanding of the transition from regular, non-activated dynamics in bulk-critical
phenomena to activated dynamics at a random field transition.

SMALL ANGLE NEUTRONS SCATTERING

Small angle neutron scattering (SANS) is uniquely suited for studying the
structure of this system. In addition to allowing access to the interesting length
scales, neutrons provide the crucial ability to use contrast-variation techniques
effectively to mask out the scattering from the glass-fluid interface, which at - 160
m 2 /cM 3 of Vycor is quite large. By imbibing various mixtures of H2 0 and D2 0 into
Vycor, we measured the scattering density of Vycor to be PVO, = 3.6 x 1010 cm 2 .
This is in close agreement with the value calculated for amorphous silica Psio2 = 3.5
x 1010 cm 2 . A quick calculation reveals that a mixture of 40% by volume of H 2 0 and
60% D 2 0 should have the same scattering-length density, or index, as Vycor. Indeed.
S(Q) measured on a piece of Vycor imbibed with such a mixture shows a drastically
reduced signal, which is basically down to the incoherent background scattering
attributable to the hydrogen of the water. Thus, in an index-matched sample, any
scattering will arise from concentration variation in the imbibed binary liquid and not
from the porous host.

In experiments conducted at LANSCE (Los Alamos Neutrons Scattering Center),
we studied critical binary fluid mixtures composed of lutidine, water, and heavy water
in the right proportions to have a scattering-length density Pmt equal to Plycor. In
fig. 1, S(Q) is depicted as a function of temperature between 10* C and 80' C for a
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40% lutidine mixture. At low temperature S(Q) has a Lorentzian line shape (limiting
slope of -2 at large Q), which is very similar to what is observed in the one-phase
region in a bulk mixture. The width of the Lorentzian in the case of a bulk
homogeneous fluid mixture is inversely proportional to the correlation length and
collapses to zero at T, as C diverges. The mesured correlation length for the imbibed
fluid is shown in Fig. 2. At 10 C, e is 26 A, or somewhat less than half the average
pore diameter. It increases slightly as the temperature is raised, but not nearly as
strongly as it would in a bulk mixture where a phase transition would have occurred
by the time 40' C is reached. This is in agreement with what is observed in QELS
experiments,1 61 where the autocorrelation function of the composition fluctuations had
only a weak temperature dependence in the range below 400 C. An important
difference between the QELS and the SANS measurements is the following: with
QELS it is impossible to infer a length scale from the decay time without a
hydrodynamic model; whereas, SANS yields a length scale from S(Q) directly. At this
point, very little is known about the relationship between the hydrodynamics of
composition fluctuations in fluids confined to random, porous media and the length
scale of the fluid mixture. The combination of light scattering and neutron scattering
proves to be a potent tool in furthering our understanding in this field.
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Figure I . The structure factor S(q) measured with SANS of a mixture of
40% lutidine + 60% (H20 + D20) imbibed into Vycor as a function of
temperature. The limiting slopes of -2 and -4 clearly illustrate the
evolution from Lorentzian in the one phase region to Lorentzian squared
in the frozen domain state.
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Another important characteristic of the data in Fig. 1 is the change of the line
shape of S(Q) from a single Lorentzian, which is omnipresent in equilibrium phases,
to a Lorentzian squared at high temperatures (limiting slope of -4 at large Q). The
relative amplitude of the two components are shown in Fig. 3. This evolution in line
shape is theoretically predicted to happen at a random field transition and has also
been observed to occur in randomly diluted antiferromagnets.[7

1 That systems as
seemingly different as random fluids and random magnets exhibit similar behavior
suggests that the effects of disorder may indeed be universal.

All of the features in the data, large and small, provide important information
about the structure of the critical mixture inside the porous glass, such as fluid
composition fluctuations, micro- or meso- phase separated domain formation, and
wetting layers, or composition gradients, next to the glass wall. However, an analytic
formalism for interpreting the measurements in terms of such types of physical
structure in the mixture is nonexistent. One major difficulty is that because the
Fourier transform of the pair correlation function of the fluid fluctuations is
restricted to the random void space of the porous glass, the structure of the latter
influences the shape of the measured structure factor, even in index-matched
samples. Attempts to treat these difficulties analytically have had limited success. {e

We are currently exploring an alternative approach to understanding our data; that
is, comparison with the structure factor calculated from numerically simulated models
of fluids in porous media. We are currently developing the simulations to calculate
how S(Q) is affected by fluid composition fluctuations, domains of phase-separated
fluid in the void space, and wetting gradients next to the glass interface.

Work in progress is aimed at further understanding to what extent our findings
are universal. We hope to accomplish this by analyzing experiments performed at
LANSCE on mixtures both imbibed into a number of porous glasses with different
pore sizes, and into porous materials with different pore geometries.

This work has benefitted from the use of facilities at the Los Alamos Neutron
Scattering Center, a national user facility funded as such by the DOE/Office of Basic
Energy Sciences.
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SMALL ANGLE NEUTRON SCATTERING STUDY OF SOL-GEL GLASSES

P. WILTZIUS AND S. B. DIERKER
AT&T Bell Laboratories, Murray Hill, N.J. 07974

ABSTRACT

We present small angle neutron scattering data of porous glasses. Analysis of the
structure factor shows that the morphology on length scales between 30 A and 800 A
depends on fabrication procedures. Fast gelation leads to a clumpy glass, whereas slow
gelation produces a random smooth internal interface.

INTRODUCTION

Small Angle Neutron Scattering (SANS) has enjoyed increased application in recent
years as a diagnostic tool to characterize microstructures in porous media [1.4]. The
availability of high flux neutron sources, steady state as well as pulsed, in combination with
two dimensional detectors has brought SANS closer to being a user friendly technique. The
experiments reported in this paper were performed during the first user cycle on the low q
spectrometer at the new pulsed source LANSCE (Los Alamos Neutron Scattering Center).
The usable wave vector range was 0.008 < q < .23 A-' corresponding to real space
dimensions between 30 A and 800 A.

Sol-gel glass forming techniques are very promising for the production of high quality
glasses. This method has a number of advantages: the glass purity is comparable to that
observed in vapor phase processes, processing temperatures are low and the glass
composition is highly homogeneous. A possible area of application is the production of low
cost light guides. The basic steps in sol-gel processing involve forming a solution of
material that undergoes gelation and subsequent drying of the gel to form a glass. This glass
is porous and can be densified by sintering at relatively low temperatures.

MATERIALS

The preparation of the two alcoxide glasses studied involves mainly two steps

hydrolysis Si (RO) 4 + H 20 -- +- Si(RO)3011 + ROH

condensation 2Si(RO) 30H --- 4 (RO) 3Si-O-Si(RO) 3 + H 2 0

In the present study R was an ethyl group. Important processing parameters are e.g. the
molar ratio of Si(RO) 4 I H20, temperature, pH, pressure. After completion of the reaction
the gels are normally dried, which in our case was achieved with a supercritical drying
procedure. All of the above parameters influence the density and the microscopic structure of
the final porous glass. Glass A was produced from a sol with 4 moles H 2OITEOS (TEOS :
tetraethylorthosilicate) under slow gelation conditions which took about 2 weeks. The density

Mat. Res. Soc. Symp. Proc. Vol. 166. Iggo Materials Research Society
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of the dry glass was 0.4 grlcm3 . Glass B was started with a sol of 3 moles H 20 /TEOS. The
pH was acidic for the first 15 minutes of the reaction and then was changed to basic which
led to a fast gelation taking only three minutes. The final density of the glass was
0.2 gr/cm3 . As will be shown below the two different procedures used for glass A and glass
B resulted in different microscopic morphologies.

ALCOXIDE GEL - FAST GELATION

In Figure 1 SANS data are shown for glass B. The two main features are a flat S (q) at
low q and a rapid down turn around q = .04 A-' to a final slope of -4 at large q. The solid
line through the data is a fit to the function

S(q) S(0)/(l + q4)4)

with S (0) = 21 and = 23A. This function is a good approximant for the envelope of the
particle form factor of a sphere with radius R = 1.84. Using the envelope instead of the full
form factor for spheres with its resonances mimics the effect of polydispersity in the
distribution of spheres on the structure factor. Glass B thus exhibits a structure factor which
is in areement with S (q) of a polydisperse arrangement of spheres with an average diameter
of 82 A. The surface to volume for compact spherical aggregates is 31R, which yields 730
m2 /cm 3 . This is in agreement with 1000 m 2 /cm 3 obtained using the BET method. Note
also that the final slope of -4, known as the Porod limit, indicates sharp internal surfaces.

1 0

S(q)
1 --

0 o

.01 .02 .05 .1 .2

q(i - ')

Figure I . The structure factor S(q) measured with SANS of an alcoxide gel manufactured
under fast gelation conditions. The solid line is a fit to eq. (i).
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ALCOXIDE GEL - SLOW GELATION

Data for glass A are shown in Figure 2. The attempt to fit the above functional form
for S(q) to the data gives a very poor result (dotted line), indicating fundamental
differences in the microscopic structure between glass A and glass B. Debye and
coworkers developed a so-called two-phase model composed of a homogeneous material
in which holes of varying and undetermined shape are randomly distributed. Such a
system has a structure factor given by

S(q) = S(0)/(l + q 2 a 2)2  (2)

with a = VIS 4 Vl - )

where S/V is the internal surface to volume and 0 the void fraction or porosity. A fit of
the data for q 2 .03 X-t to this function shown as a solid line in Figure 2 gives a much
better result with S(0) = 11.7 and a = 18.5 A. A density of 0.4 gr/cm3 yields a porosity
* = 0.84 and a surface to volume ratio of 290 m2 lcm 3

. This is also in good agreement
with BET results. At long length scales (q < .03 k -t) S (q) is systematically bigger than
the fit indicating more disorder or inhoogeneities. This is somewhat surprising since
glass A was gelled very slowly allowing a lot of time for equilibration.

0 0000000

S(q) 1

.1

I I I I 1
.01 .02 .05 .1 .2
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Figure 2 . The structure factor S(q) measured with SANS of an alcoxide gel
manufactured under slow gelation conditions. The solid line is a fit to eq. (2) and the
dotted line is a fit to eq. (I).
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DISCUSSION AND CONCLUSIONS

Sol-gel alcoxide glasses manufactured under slow and fast reaction conditions,
respectively, exhibit qualitatively different structure factors as measured using. SANS.
Fast gelation leads to a clumpy glass with an average aggregate size of 82 A. Slow
gelation, however, produces a random smooth internal surface. A possible scenario
explaining these differences could stem from a two step model. The first step would be
rapid formation of colloidal Si0 2 (diameter 80 A). These colloidal particles could grow
together rapidly (glass B) under basic conditions without change in microscopic
morphology, or slowly (glass A) leaving time for local rearrangement and sintering. The
latter process would smoothen the internal surface.

SANS is a powerful technique to characterize the structure of porous glasses on
length scales between 30 A and 1000 A. Spallation sources with time of flight analysis
cover almost two decades in q-space in a single experiment allowing rapid throughput.

This work has benefitted from the use of facilities at the Los Alamos Neutron Scattering
Center, a national user facility funded as such by the DOE/Office of Basic Energy
Sciences.
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NEUTRON IRRADIATED URANIUM SILICIDES
STUDIED BY NEUTRON DIFFRACTION AND RIETVELD ANALYSIS'

R. C. Birtcher", M. H. Mueller", J. W. Richardson, Jr." and J. Faber. Jr.-
"Argonne National Laboratory, Argonne, IL 60439, -AMOCO Research Center,
P.O. Box 3011, Naperville, IL 60566

INTRODUCTION

Uranium sificides have been considered for use as reactor fuels in both high
power and low enrichment applications. However, U3 Si was found to become
amorphous under irradiation [1] and to become mechanically unstable to rapid
growth by plastic flow [2,31. U3S12 appears to be stable against amorphization at
low displacement rates, but the extent of this stability is uncertain. Although the
mechanisms responsible for plastic flow in U3Si and other amorphous systems are
unknown, as is the importance of crystal structure for amorphization, it may not be
surprising that these materials amorphize, in light of the fact that many radioactive
nuclide - containing minerals are known to metaminctize (lose crystallinity) under
irradiation [4). The present experiment follows the detailed changes in the crystal
structures of U3Si and U3Si2 introduced by neutron bombardment and subsequent
uranium fission at room temperature. U-Si seems the ideal system for a neutron
diffraction investigation- since the crystallographic and amorphous forms can be
studied simultaneously by combining conventional Rietveld refinement of the
crystallographic phases with Fourier-filtering analysis [5] of the non-crystalline
scattering component.

EXPERIMENTAL

Powdered U3Si and U3 Si2 specimens were fabricated from high purity SI and
highly depleted Uranium, 0.022 at % MU. The high dose irradiation behaviors of
these powders, roll bounded between alumium plates, have been previously
studied (2]. For this study, each powder was doubly encapsulated in thin wall
Vanadium cans that had been evacuated and filled with He gas. The U3 SI
specimen also contained precipitates of U3 Si2 (<15 volume %) and the uranium
oxides UO and U02 (< 5 volume %) introduced by vacuum annealing.

Neutron irradiations were performed at IPNS in a room temperature facility
located adjacent to the neutron source [6). Neutrons are produced as the result of
500 MeV protons striking a 235U target. The neutron spectrum for this facility is
characteristic of a reactor neutron spectrum with the addition of neutrons having
energies up to 500 MeV. In these specimens, damage was produced primarily by
uranium fission in a manner Identical to damage production in operating nuclear
reactor fuel. The nuclear-reaction cross sections for fast and thermal fission were
determined by standard activation techniques to give a burn up rate of
5.4 x 10-27 lproton 7]. The irradlations were performed in small steps,25U bum-up
< 3 x 10- . in order to closely follow changes in the crystal structure. The number of
defects per fission has been calculated to be 7.8 x 104 [8].

After each irradiation and appropriate cool-down, a powder pattern was
measured on the General Purpose Powder Diffractometer (GPPD) at the Intense
Pulsed Neutron Source (IPNS) and the data were analyzed using the Rietveld
profile refinement technique 191. Details of data collection and analysis are given in
a recent paper [10].
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Fig. A 10011 projection Of U3Si structure showing relationship between

tetragonal and cubic Cu 3Au-iika cells.

RESULTS

The crystal structure refinements of unirradiated U3Si and U3Si2, including the

U3Si 2 precipitates in U3 Si, agree with those previously obtained from X-ray

diffraction [11,12J. The repeated irradiation doses produced structural changes in

both alloys which resulted in a broadening and shifting of the Bragg peaks. The

behaviors of U3 Si, U 3Si2 and the U3Si2 precipitates in U3 Si will be discussed

separately.
9_%% Unirradiated U3Si (projection shown in Fig. 1) is tetragonal, space

group 14/mcm, with ao = 6.038(1), co = 8.6925(1 ) A c( = 1.440 and 16 atoms per

unit cell. There are: 4 U, at 0,2,114; 8 U11 at , X+l.0,, with x=0.2251(l) and 4 Si at
010,1/4. The bass layer (z=O) contains U atoms only, the next layer (Z=/4) i /2 U

and 1/2 Si, and the sequence repeats. The layer atz= /2 (U only) is rotated sighy

0.003 WS12o.;3C
a ala

-SI2 o. a/ia

0 in ac/c
0 )U3SI

-0.0034-- . -4

0 10 20 30 40 50 60

DOSE (10Al1 protons)

Fig 2. Fractional lattice parameter changes for U3SI and U3Si2.
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Fig 3. Variation of angle defined in Fig. 1 with irradiation dose.

relative to the base layer. This structure can be viewed as pseudo-cubic, in that
if the UI are shifted such that x = 1/4 and simultaneously the axial ratio (C/a) is
reduced to 42, U3Si would have the cubic Cu3Au type structure (ac = aT/42 = CT/2)
shown by the dashed lines in Fig. 1. This transformation is known to occur upon
heating to 1038K [131.

Changes produced by neutron irradiation are shown in Figs 2 and 3. After 5
irradiation cycles (52.4 x 1018 protons or 0.02 displacements per atom), the a-axis
increased by 0.5% and the c-axis decreased by 0.1% (Fig. 2), resulting in a net unit
cell volume increase of 0.1%. A number of other important changes occur during
the irradiation. Ui is approaching its idealized Cu3Au position 1/4,3/4,0 (the
deviation from this can be expressed as the angle of rotation (shown in Fig. 3) about
the c-axis away from this position). Fig. 4 illustrates some additional features: the
the (22 0)T and (004 )4 reflections are gradually converging to become the cubic
(2 0 0 )c, all diffraction peaks broaden, and the diffuse background is significantly
increased (possible evidence for amorphous phase formation). Finally, the Debye-
Waller factors for all atoms increase with each irradiation and the rms values for the
Si atom are somewhat less than for the U atoms. This may be indicative of
deviations - static or dynamic - of the uraniums from their ideal locations. Thus, it
would appear that irradiation is producing, on a defect cascade scale, a thermal
spike event which is driving the tetragonal crystal structure to the reported high
temperature cubic form and/or to an amorphous form.

a3= I2 Unirradiated U3Si2 is tetragonal, space group P4/mbm, with ao
7.3299 A, Co - 3.9004 A, -/a - 0.532 and 10 atoms per unit cell. As shown in Fig. 5,
there are: 2 U, at 0,0,0; 4 U1 at x, x+"i 2 ,,/2 with x=0.1820(1) and 4 Si at x', x'+1/2,0
with x'=0.3841(2). Lattice parameter changes as a function of dose are shown in
Fig. 2. The unit cell volume decreases for U3Si 2 , in contrast to the increase
observed in U3 Si. The most striking feature resulting from the Rietveld refinements
is the large out-of-plane displacement parameter for U, in all forms of the U3 Si2 :
both unirradiated and irradiated, pure phase and second phase in U3 Si (Fig. 5).
This could be an indication that the space group is not correct, and that the correct
structure includes ordered displacements of the Ul atoms from the origin, either
within the plane or between planes. It is conceivable, on the other hand, that the
huge thermal displacement parameter represents a random distribution of static
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Fig 4. Multiplet peak fitting for the (220)T and (004)T reflections of U3Si.
Note the gradual evolution toward cubic, broadening of both peaks,
and increasing background between peaks with increasing dose.

displacements along the [0011 direction. With increased irradiation, U11 moves away
from 1/4,1/4.1/2 toward 1/4,0,1/2. Completion of this process would require removal
of a similar Ull site from the adjacent unit cell.

Fig 5. ORTEP drawing Of U3SJ2 structure showing dramatic out-of-plane
displacements on Ul.
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USib In U3SI The initial structure of the U3Si 2 precipitates in U3 Si was the
same as the pure U3Si2 specimen, however the unirradiated precipitates were
expanded 0.012% in the a-direction and contracted 0.04% in the c-direction
producing an increase of 2.3x10-4 % in the unirradiated unit cell volume. Changes
produced by neutron irradiation are also shown in Fig. 2. Both the a-axis and the c-
axis contract leading to a decrease in the unit cell volume as in the pure U3 Si2
specimen. The decrease occurs at about the same rate as for pure U3Si 2.

SUMMARY

Since this is merely a progress report, we expect further developments with
additional irradiations. IL3Si - we expect the complete transformation from
tetragonal -+ cubic (Cu 3Au-type) -- cubic (disordered)-4 amorphous as seen with
electron diffraction (the use of Fourier-filtering should assist in sorting out the
amorphous component). U3j 2 - we will consider in more detail the implications of
the large out-of-plane displacements; is there a space group change or ar these
simply uncorrelated static displacements. U3 SiiftU3SI - further investigations will
be concerned with the role of strain in promoting crystallographic changes and
indeed whether U3 Si2 becomes amorphous under either or both of the above
conditions.
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ABSTRACT

A general discussion of the gas density determination of He bubbles in Ni and
Fe with neutron scattering using the contrast variation method is given. One finds,
that best results are obtained using isotope combinations for Ni, and magnetic and
nuclear scattering for Fe. An experiment to determine the density of He in Ni
demonstrates the applicability of this method.

INTRODUCTION

A few at-ppm of helium introduced into metals can already cause severe
material degradation and embrittlement. The reason is the low solubility of helium in
metals and the strong tendency to form bubbles in the bulk and the grain boundaries.
It is therefore of great practical interest to understand bubble nucleation and growth.
(An overview about this subject is given in [1].) In recent years we have studied this
process with small angle neutron scattering (SANS), whose results are published in
Ref. f2-5]. In a SANS experiment we determine the size, the number density of the
bubbles and the helium gas density inside. It was the purpose of these experiments to
determine this quantity because tr. gas density strongly influences the microstructure
of the bubbles [1,7], and because the scattering technique is one of the very few
methods by which this quantity can be measured directly. To obtain the gas density
from SANS one has to use the contrast variation method in order to eliminate all other
parameters in the scattering function.

In this publication we mainly discuss the method of contrast variation for nickel
and iron, and then give an example of an experimental application.

CONTRAST VARIATION IN NICKEL AND IRON TO DETERMINE THE
HELIUM GAS DENSITY IN BUBBLES

The contrast variation method is based on the requirement that an identical He
bubble microstructure can be measured with two different scattering contrasts [2]. For
neutron scattering this can be achieved in different ways by: (1) two specimens with
identical bubble structure but implanted with different gas isotopes or of different
isotope composition, (2) one ferromagnetic specimen using the nuclear and magnetic
contrast, and (3) different orientations of polarized neutrons with respect to the
applied magnetic saturation field of the specimen. The ratio a of the neutron scattering
intensities from two specimens of the same microstructure is then given by the ratio of
their scattering contrast [2]

m2 2

m2

All the other unknown paramters in the macroscopic cross-section such as volume,
number density and form factor of the bubbles chancel out. a is determined by the
coherent scattering lengths of the metals, m, and in 2 , of the gases, g, and g2, and their
respective atomic volumes, 0., and flie. The only unknown number in eq. (1) which is
to be determined is nlie. With w = tm/flie we find

Met. Res. Soc. Symp. Proc. Vol. 166. '1990 Materials Research Society
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2  2
-M2 - g(m 2  2)

For further discussion we assume that mI < m2 and g1 > g2. For w = 0 (void), a is
given by (mI/m2)2 and for w - w by (gl/g2) 2. a is equal to zero at wo = m1/g, and
infinite at L = m2/g2 with w0 < %. w can only have values between zero and 2.6. The
lower value is that of a void and the upper one of the maximum possible He density.
For larger He densities dislocation loops would be punched out (1]. Therefore, a
contrast combination with a between 0.1 and 10 in the possible w range would be an
optimal choice. In Fig. 1 and 2 calculated a's are plotted for various contrast
combinations of nickel and iron and He3 and He4 , respectively. Now we discuss the
results presented in both figures.

10, He in Nickel

. 4

--

C

0- .1 -

0 1 2
Atomic VoLume Ratio w= QNI/QHe

Fig. 1: Calculated a values of He in Ni for various isotope combinations:
1.) He3 /He4 in Ni58, 2.) He 4 in NiSO/NiSB, 3.) He3 in NiBO/NiS, 4.) He4 in
Ni/(Ni 62, Ni).
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10 He in Iron

O 2Oi
0I 2 3
Atomic VoLume Ratio WJ=9Ni1-e

Fig. 2 Calculated a values of He in Fe for various contrast combinations:
1.) He3/He 4 in Fe, 2.) magnetic and nuclear contrast of He3 in Fe, and 3.)
of He4 in Fe, 4.) HeO in Fe and polarized neutrons.

HO3 and HO4 in Nickel and Iron

The combination of different gas isotopes (He3 and He4; g, j 92) implanted into
the same metal (Mi = M2) leads to

= - U) (3)

Because a = 1 for w = 0, wo = m/g, should be larger than 2 to avoid zero contrast in
the w range where we want to measure the gas density. The Ni58 isotope fulfills this
condition because of its large coherent scattering length as shown in Fig. 1. In iron
(Fig. 2) one finds with the H~e3/He4 combination an ambiguity for w values below and
above 1.5.

d m m m m ,.,,ww . m m m .
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Helium in Nickel Isotopes

He in different Ni isotopes (in J mi2 and g, g2) leads to

2m)2  
2 (4)

with a(w = o) 2() and a(w-.o)= 1. In Fig. 1 the a's are plotted for a

combination of Ni5 0 and Ni5 implanted with He 4 and He3 , respectively. He 4 in
NiiO/Ni s gives quantitatively useful results only above w - 1.6. This behaviour was
experimentally confirmed in [2]. A better choice is the implantation of He in
Ni 0/Ni s where the He density can be measured in the range of 0,8 < w < 2.6. Up to
now we have discussed combinations of pure isotopes. However, we can also use
mixtures of isotopes A and B in order to adjust the mean coherent scattering length as
defined in by

< b > bA + (1-0)ba (5)

via the concentration 0 between bt and bB, which are the coherent scattering lengths
of the isotopes A and B. Ni is one of best candidates for this application because Nis
has a large negative and Nits a large positive coherent scattering length. (A table of
scattering lengths can be found in [g83.) Therefore, any desired coherent scattering
length between -0.87 • 10-12 cm and 1.44 • 10-L2 cm can be adjusted for Ni. In Fig. I
we have plotted the a values of an optimal combination, namely Ni (natural) with
(Ni2(0.72) Ni(0.28)) and He4 . Because m, in eq. (4) has a negative value, a cannot be
zero in the accessible w range, and a changes continuously from 0.1 to 20 in the
u.-range of interest (Fig. 1). Therefore, this isotope combination would be an optimal
choice to determine the helium gas density with SANS.

Magnetic and Nuclear Scattering Contrast in Iron

Magnetic and nuclear scattering contrast variation can be applied in all
ferromagnetic systems. The main advantage of this method is that one needs only one
sample! Ni, however, is not a good candidate for this method, because its ratio of
magnetic and nuclear coherent scattering length is only 0.15 and therefore a is less
than 0. 1 in the whole w range. Iron is a much better candidate with a ratio of the
magnetic and nuclear scattering length of 0.6 [83. For this type of contrast variation a
reads

i) (I_-__W)2(6)

with the magnetic coherent scattering length M. In the magnetic part of scattering the
He is of course not visible, a is plotted in Pig. 2 for He' and He4 in iron. The He
sample shows an ambiguity for w values above and below 1.5, but He' in Fe fulflls
optimal experimental conditions.
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Polarized Neutrons in Iron

If one employs polarized neutrons, the coherent scattering length depends on
the direction of the neutron polarization and of the magnetic field applied to the
sample. If the neutrons are polarized in the direction of the magnetic field one finds
mi = (bnuc + boag) [constructive interference] and in the direction perpendicular to
the field ml = (bnu, - b,,g) [destructive interference]. Calculated a values for He
(eq. 4) are plotted in Fig. 2 and lead to measurable He densities only above W!_ 1.

Experimental Results on He3 and He 4 in Ni5S

Experiments of this kind are presented in Ref. [2-53. Here only a brief
description of recent results for He 3 and He4 in Nis5 is given. (For a detailed
presentation see Ref. [5]). The experiments have been performed at the KWS I small
angle scattering instrument at the FRJ-2 reactor in Jfllich. Because of the small
sample thickness of 100 Am and the low He concentration of 1200 appm, long
measurement times between 4 and 20 h were necessary to obtain sufficiently small
statistical errors of about 2 %. In Fig. 3 the experimentally obtained a is plotted as a
function ot the scattering vector Q after a 2 hours anneal at 923 K. For Q values larger
than 0.06 A-t an a of about 0.6 is found. The slight decrease of a with Q is due to a
size distribution of the bubbles and the higher helium density in the smaller bubbles.
The strong increase of a below 0.05 A-' is caused by irradiation induced defects which
were not yet annealed at this heat treatment. Using the corresponding plot in Fig. 1,
the experimentally determined a values lead, for different annealing temperatures, to w
between 0.8 and 1.3. In Fig. 4 all determined w values are plotted as a function of the
mean bubble radii. The size of the bubbles has been obtained from a fit of the
scattering curves with a lognormal size distribution. The dashed line in Fig. 4
represents the densities expected for bubbles in thermal equilibrium [6]. For all sizes
the experimental values show a density and pressure which is higher than the
equilibrium value. This is the main result of this work which was quite unexpected.
Recent theoretical considerations on this subject can be found in [7].

1.6 --1 -- r

923 K
1.2-0

0.4

C I I

0 0.1 0.2 0.3
a (4-1)

Fig. 3 Experiment a versus Q of He3/He4 in Ni5S.
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CONCLUSIONS

The application of the contrast variation method to determine the helium
density in bubbles in nickel and iron has been discussed. It was found that, for nickel,
the use of different isotopes (Fig. 1), and for iron the nuclear and magnetic contrast is
the best choice to determine the gas density. Especially, the possible adjustment of the
coherent scattering length of nickel from negative to positive values leads to optimized
experimental conditions (Fig. 1). First experiments on He3 and He4 in Ni"s
demonstrate a successful application of this method.
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ABSTRACT

We use small angle neutron scattering (SANS) to study the microstructure of porous
Vycor glass and the capillary condensation of fluids in the medium. Using a chord
distribution model, we can predict the structure factor measured by SANS. Excellent
agreement with the data is obtained. The fitted parameters characterize quantitatively the
porous structure before and during the process of condensation, and are in good agreement
with isotherm measurements. However, at the latest stages of the process, when all the
pores are nearly filled, the model can no longer describe the system.

1. INTRODUCTION

Microporous materials such as Vycor glass are model systems for studying the many
physical and chemical processes that take place in geometrically restricted environments.1-3

These processes include phase transitions in fluids, critical fluctuations, transport
phenomena, wetting, and localization. Therefore, it is of fundamental interest to
understand and characterize the microstructure of these materials, as well as the
interaction between them and the imbibed fluids. One such example of these interactions
is the phenomenon of capillary condensation in porous media. Generally, bulk
condensation takes place at a pressure po, the saturated vapor pressure of the condensing
molecules. However, when a restricted geometry is imposed on the fluids as in a porous
medium, the gas molecules will experience a different physical process, and will condense at
a pressure p < po. In this paper, we use small angle neutron scattering (SANS) to study
the structure of Vycor glass, and the related capillary condensation process. Using a chord
distribution model to characterize the structure, we show that we can obtain good
agreement with the SANS data and other structural parameters measured independently.
In addition, we show that the chord distribution can also describe the wetting-
condensation process taking place initially, thus providing an important probe of this
complex physical phenomenon.

2. MATERIALS AND ISOTHERM MEASUREMENTS

Vycor glass is commercially available from Corning Glass. It is produced at high
temperature and consists of both silica and boron oxide. Upon annealing, the two phases
separate by spinodal decomposition. Later, the boron containing phase is leached out by
acid, and the glass is thus left with a highly interconnected porous structure. A TEM
picture of a crou section cut from our sample is lhown in Fig. 1.4 It has a porosity of 0.31,
and an average pore size (neck diameter) of 67A, both measured by nitrogen desorption.
For condensation hquid we used hexane, whose saturated vapor pressure at 23"C is
pa = 139 tor.

One experimental probe of the condensation process in the porous media is an
isotherm measurement. It measures the quantity (weight) of the liquid condensed in the
media as the molecular gas pressure increases from 0 to p0 (adsorption), or decreases from
po (desorption). Figure 2 shows a plot of both processes as functions of the reduced
preure .PP o (activity). The process is reversible up to p' a 0.4p0 as shown in the figure,
after that It exhibits a hysteresis until p/Po reaches - 0.7.

Mat. Res. Soc. Syup. Proc. Vol. 166. ©19O Materilh misearch Isciety
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FollowinM the adsorption branch of the isotherm, at very low pressure, the molecules
first form a thin film on the pore surfaces due to van der Waals interaction between the
molecules and the solid surface. Then, as the pressure increases, the capilary effect causes
the molecules to condense at a p < po. The value of p is determined by the local radius of
curvature R, molecular weight M, thermal energy kT, liquid density p, the surface tension
a, and the contact angle 6, as expressed in the Kelvin equation:8

In (pip 0) = - (2M /RpkTcos6 (1)

Thus, the smaller the radius of curvature is (the more restricted geometry), the lower p will
be at which condensation takes place.

The hysteresis observed arises from the fact that the values of R are different during
adsorption and desorption for the same pore size as shown schematically in Fig. 3. During
the process of filling, before condensation, the molecular layer covers the surface as shown
in Fig. 3(a). Here, the local radius of curvature is R = 2/(1/aj+1/a2), where a, and G2 are
the two radii of curvature in two independent directions. In one direction, at a as
shown, while in the other direction, a , ,,. This results in R = 2o. In the case of
emptying, the pores are originally filled with liquid, therefore, as shown in Fig. 3(b),
R = a,= a = a. Thus, for the same pore, condensation during filling and evaporation
during emptying do not take place at the same p. Rather, the pressure at which the liquid
evaporates is smaller. This is in agreement at least qualitatively with the isotherm
measurements.

Fig. 1 Transmission
electron micrograph (TEM) of
a thin section of Vycor. The
micrograph shows that Vycor
consists of a homogeneous and
isotropic distribution of pores
(dark areas) and glass (light
areas).

0.3 Ie* * (a)

n4
__ 0.2
C C

I . (b)

Fi 2 Isotherm measurements of hexane
in Vycor as functions of P/Ps. Symbols

(+) represent the adsorption process, Fig. 3 A schematic drawing of a
0) represent the desorption process, micropore during adsorption (a) and

and () represent the result of the chord desorption (b) processes. Shaded
distribution analysis (see Section 4). areas represent liquid.
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Another difference in the two branches of the isotherm is the steep drop in the
desorption compared to the more gradual rise in the adsorption. The steep drop in the
desorption isotherm results from the fact that there is a distribution in pore size, and that
the liquid in many pores cannot evaporate even if the local R is very large, because it is
blocked by the liquid in the neck regions which have smaller R, thus requiring a lower p for
evaporation. However, as soon as this lower pressure is reached, the liquid in the whole
pore as shown in Fig. 3(b) evaporates. This then produces the abrupt drop in the
desorption part of the isotherm. Thus, the steepness of the desorption curve is a measure
of the neck size distribution. The almost vertical drop in our desorption curve (Fig. 2)
shows that the Vycor glass has a quite narrow distribution of the pore neck size. On the
other hand, the more gradual increase in the counterpart of the adsorption branch indicates
that there is a wider distribution of pore size other than the neck regions.

S. SANS MEASUREMENTS

While the isotherm measurements can probe certain parameters of the porous media
and the condensation process, a more microscopic characterization of the mcrostructure
can be achieved by scattering experiments. Small angle neutron scattering (SANS) has the
unique advantage by which the condensing liquid can be index-matched with the porous
material, lar el simplifying the interpretation of the data.

The SAN oeasurements were made at the NIST 8-meter SANS instrument with a
wavelength of 5A. The range of the scattering wavevector Q = (41/A)sin(O/2) is
0.006 < Q < 0.2/A. We chose a mixture of hexane (C.H 14) and deuterated hexane (CsD14)
(38 :62 volume ratio) to match the neutron scattering length density of silica,
b = 3.6'1010/cm 2. Figure 4 shows the scattering intensity taken at various activities P/Pc.
As can be seen, the shape and the magitude do not change much for P/po less than about0.6. After that the shape change frm a peaked one to one somewhat flat and then
monotonically decreasing, and the intensity drops substantially as the activity increases.
At p/po = 1, the peak height of the intensity is only - 0.01 of that at p/Po = 0, indicating a
reasonable match of the scattering length density of the liquid with that of the glass.

1000 , Z

S/.

too //

0 005 0.00 0.02 0 05 0. _
0 (AI X,Y

Fig. 4 SANS intensity from Vycor as Fig. 5 A schematic drawing of a
condesation takes place in it. Data porous medium cross section. Since
were taken at several activities as the medium is homogeneous and
marked. The scales are logarithmic, isotropic, the i--axis is arbitrary.

4. CHORD DISTRIBUTION AND ANALYSIS

In order to interpret the SANS data, we will characterize the structure using a chord
distribution model.@ We start with the dry Vycor (p = 0). We assume that both the solid
part and the pores in the Vycor are bicontinuous, so that they are entirely interconnected.
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However, their shape can be arbitrary. This is drawn schematically in Fig. 5. We impose
an arbitrary a-direction, and measure the distance on the z-a is (chord) between any two
neighboring interfaces. The chord length in pores (zr-rz, z4-z3,..., Xz-.) are called pore
chord length k; and the chord length in solid (zs-z2, zr-z4, ... , z2n-r-Z2n) are called ,. We
define FP( as the pore chord distribution, where F (odi is the probability of a pore chord
having a value between I and +4 and Ps()dl is tie corresponding probability for a solid
chord.

With the two-chord distribution model, we can derive the structure factor measured
in the SANS experiments from first pr'nciples, and show that it can be expressed as'

= (NAl 1- Ifp(Q)+M f(Q) - fP(Q)I(Q) -C.C.) (2)
(I+ QI2 )1 1-fl, ( Q)%( Q)

where N is the average number of the interfaces per unit volume, Ap is the scattering
length density, C.C. is the complex conjugate of the previous term, and fp,,LQ) are the
Fourier transforms of the chord distribution Fp,s(o. When the surface is factal, the
exponent E = (6-D,)/2, D, is the surface fractal dimension and 121r is the relevant length
scale.

We assume a form for both chord distributions given by

I ( , (3)

choosing Y, a, 05 and I= 1LFgo)dl/fF(I)di as the fitting parameters, and obtain a least
squares fit using the above forms with the SANS data taken at p = 0. The result is shown
in Fig. 6 with the solid line representing the fitting. It agrees with the data quite well.

The fitting parameters give an average pore chord length ; = 76 A, an average solid chord
length 7, = 161 A, and an effective porosity Off = ;p/(;+,) = 0.32. They are in excellent
agreement with the values of average pore diameter at necks d = 67 A and porosity Oo =
0.31 measured independently. The fitted values indicate a fairly narrow distribution for
the chords in the pores and a broader distribution for chords in the solid.

15000

10000

Fig. 6 SANS intensity data
(squares) taken at p = 0 (dry

- Vycor) and the fit (solid line)
5000 calculated using the chord

distribution model.

00O2 0,04 006S 00B 0.1

Interpretation of the isotherm measurements (Section 1) indicates that when p > 0,
the gas molecules first form a thin film of about one to two molecular layers and that
condensation starts where the process is no longer reversible, or ", oressure p' z 0.4po.
Thus for p < p' the film coating the pore wall is not expected to. 3age significantly the
original chord distributions but only to change the average chord lengths, since the
scattering length densities of the solid and liquid are the same. To test this idea, we try to
fit the SANS data with the same chord distribution model we obtained in fitting the p = 0
data (namely, use the same values of ap,a, Ap,, and vp,s which determine the shape of the
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Table 1. Fitted Parameters

P/Po N D6 ;p/(7p+7.) oil
0 376 76 161 2.29 0.32 0.31
0.29 295 69 186 2.3 0.27 0.29
0.44 224 72 265 2.0 0.21 0.19
0.57 192 72 429 1.72 0.14 0.15
0.71 155 77 5.10, 1.33 0.00 0.07

distributions). The values of Ip, t. and N are kept floating u fitting parameters in the least
squares fitting. The results are shown in Fig. 7, for P/Po = 0.29, 0.44 0 57 and 0.71. As
can be seen, the calculations (solid lines) fit the SANS data (squares) ir the samples with
hexae equally well u for the dry Vycor (p = 0) until p/p = 0.71, where the shape of the
data at small Q changes from a peak to a plateau, iad the calculated curve no longer
agrees with the data.

The fitted parameters are shown in Table 1, At P/Po = 0.29 < p'/po, 1p decreases by
7 A from its value at p = 0, and t. increases by 25 A, indicating that a thin layer of about 4
- 13 A is formed on the surface. At that same tiue the surface is still rough, as shown by a
value of the surface frctal dimension of D, = 2.3 obtained by fitting with the data of large
Q only. The effective porosity Off = 0.27, is in good agreement with the value of
Ot = 0.29 obtained using other analysis of the same data.?

!5000 MO00

P/P,= 0.29 P/P = 0.44

00000 10t000-

5000 5000

F-
'-I 0

Cl) 0 0.02 0.04 0.06 0.06 0.1 0 0.02 0.04 0.06 0.06 0.A

Z: t.. 0015o00 05000

P/P 0 = 0.57 P/P0  0.71

5000 5000

0 0.02 0.04 0.06 0o o 0 0 0 02 0 '4 0.0 0. 0

0 (A")

Fig. 7 SANS intensity data (squares) taken at several activities (p/po>0)
shown with the fits (solid lines) calculated using the chord distribution model.
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When p/po = 0.44 > p' /p0, condensation starts to occur, and we see a small increase

in 7p and a large increase in t in the fitted parameters. We believe this indicates that as
condensation takes place, some small pores are filled by the liquid, pushing the average

chord lp to a larger value. This also results in an abrupt increase in t, since the
elimination of one pore increases the solid chord by at least a factor of two on average. At
the same time, we see a decrease in N, the average number of interfaces per unit volume,
which is consistent with our interpretation. In addition, the surface becomes smooth
(D6 = 2), suggesting that the pore surface is completely covered by the liquid molecules.
Later on the exponent e is even larger than 4, implying a diffusive liquid surface. The
volume taken by the liquid, oef"-00, is also shown in Fig. 2 by the "x" symbols, compared
with the isotherm measurements. One interesting fact we note here is that while the

average periodicity (t+;p) increases by a factor of 2 as p/po varies from 0 to 0.57, the peak
positign of the scattering stays relatively constant (it changes only from Q a 0.23/A to
0.21/A). This behavior remains an intriguing question to be resolved.

As the activity reaches a value of 0.71, the fitted parameters indicate a complete
failure of the chord distribution model, even though the calculation still agrees with the
data at large Q. This is probably an indication that the remaining pores are no longer
bicontinuous, but rather form many isolated voids surrounded by the condensed liquid.

5. CONCLUSION

In this paper, we show that the microstructure of a porous medium Vycor can be
characterized by a two-chord distribution model. The chords in pores have a fairly narrow
distribution, while the chords in the solid have a broader distribution. With the same
model, the capillary condensation taking place inside the medium can also be described and
understood. The liquid molecules first form a thin film of about 1 -2 monolayers on the
pore surface, which, combined with the solid structure, does not change the essential chord
distribution. When the pressure is increased above a value p' % 0. 4 po, condensation starts
taking place in the smallest pores, and the process is no longer reversible. However, the
large unfilled pores are still highly interconnected since the entire structure of both solid
and condensed liquid can still be described by the chord distribution, although with
different average chord lengths. Finally, when PIPo > 0.7, so many pores are filled that the
unfilled pores are no longer interconnected, resulting in a failure of the chord model. It is
therefore worth pursuing a new model containing isolated spaces to describe the data at
this stage.

In addition, the desorption part of the condensation/evaporation process would also
be interesting to study. Due to limited user time at the SANS spectrometer, such data was
not obtained. We are planning new experiments to investigate this problem further.

We thank the National Institute of Standards and Technology for supporting the
small angle neutron scattering experiments.
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ABSTRACT

We have studied star-branched polymers in solution under various

labelling and contrast matching conditions by small angle neutron scattering

and neutron spin echo spectroscopy. We have investigated the relation

between the static and dynamic partial structure factors of the variously

labeled star polymers. The system of interest is a set of solutions

containing 12-arm star branched polyisoprene of arm-molecular weight of

8000, and two polystyrene 12-arm stars, one fully labelled, the other with

one arm labelled. The polyisoprene star polymer arms consisted of diblock

copolymers, half-deuterated, and half-protonated. Measurements were

performed on a center-deuterated star in a contrasted matching deuterated

solvent (shell contrast), and on a reverse labelled star with core contrast.

We have also studied a solution with the solvent matched the average star

scattering length density and solutions containing identical stars with

protonated homopolymers. It is found that in the frame-work of the random

phase approximations, the initial relaxation rate of the partial dynamic

structure factors can be quantitatively accounted for by a function of the

eigenmodes of the mobility matrix weighted by an appropriate combinations of

the various partial static structure factors.

Introduction

A star-branched polymer is a macromolecule consisted of f-monodisperse

polymer arms linked together at a small center linker-molecule. Modern

anionic polymerization techniques allows a variety of these near perfect

star-branched molecules to be made [1,2]. Both the static and dynamic

properties of this type of regular branched polymers have been under intense

study recently [3-9]. Here we report a neutron spin echo study of a system

of variously labelled star polymers in order to understand the dynamics of

the various parts of the molecule. Due to the fact that many polymeric

arms are covalently linked together, the arms generally find themselves in a

more concentrated environment, even in a very dilute solution. It is clear

that for a multi-arm star, near the center of the molecule, the monomer

density is high, and can approach that of the melt. As one gradually

Mat. Res. Soc. Symp. Proc. Vot. 166. 11990 Matedals Research Society
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progresses outward from the center towards the edge, the monomer density is

lowered as more space is available for each of the arms to occupy. Finally,

as one approaches the edge of the star, the monomer density will decrease

fairly abruptly [10]. Figure 1 illustrates how a 20- -m star polymer may

look like according to molecular dynamic simulation by Grest at al. (11]

4a simulated star polymer of 20

arms, each with 50 units of

monomers

20/50

Static small angle angle scattering from a dilute star solution revealed a

sharp drop-off [5] of the intensity at around QR = 1, before it crossed over

into the Q-& regime (Figure 2.) In the case of a good solvent, v = 1.6.

12 arm Pl/cyclohexane

22

0s a

Figure 2 SANS measurement of a 12I arm polyisoprene in deuterated cyclohexane.

The concentration is 0.13 %. The solid line represents a

theoretical fit given in Ref.[5].
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Neutron Spin Echo Soectroscopv

The dynamics of the star polymer in the Q-range of 0.01 to 0.2 A-
1 was

first studied by Richter, et al. (9] by neutron spin echo spectroscopy. It

is a well known fact that small angle neutron scattering [12] is

particularly suited for the study of hydrocarbon systems. The

deuterium-hydrogen substitution allows simple labeling of the molecule

further enhanced the versatility of SANS. The dynamics of a polymer in the

Q range of the order of 0.1 A
-1 is generally characterized by a time

constant of the order of 10-8 seconds, or alternatively, this corresponds to

100 MHz. The energy transfer in a scattering process in this frequency

range is of the order of 50 neV. The average energy of cold neutrons is in

the range of 1meV, so to study the dynamics of polymers in solution with

neutron scattering requires an energy (or wavelength) resolution of the

order of 1/10-5. Fortunately, this requirement is satisfied with the

neutron spin echo (NSE) technique [13].

The NSE spectroscopy takes the advantage of Lamer precession of the

neutron spin in a magnetic field (the guide field). The configuration of

the fields are arranged in such a way that when the scattering process is

elastic, i.e. the scattering neutrons have the exact same energy as that of

the incident neutrons, the net phase angle change of the spin is zero. If

the scattering process is quasi-elastic, (small energy change), then the

scattered neutron will have a slightly different velocity depending on the

angle of scattering and the energy gain or loss in the scattering process.

When this happens, the scattered neutron will have a slightly different

polarization compared with elastic scattering process. The probability of

this quasi-elastic scattering is given by the dynamic scattering structure

factor S(Q,w), where h/(21w) is the energy exchange in the scattering.

Since the NSE measures the the scattering cross-section at Q for all W, it

can be readily shown that the quantity measured is the Fourier transform of

S(Q,w), called the intermediate structure factor S(Q,t):

S(Q,t)-JS(Q,w) cos(wt)dw 1

The factor of cos(wt) is due to the projection of the final spin in the

direction of the initial spin. For typical values of the guide fields, on

the average the spins precess for several thousand turns, thus an angular

resolution of 10-5 can be achieved without having to define the wavelength

of the incoming flux and the scattered flux to the same exacting precision.

In fact, since in an effect that each neutron carried its own internal

clocking device, a spread of wavelength AX/A - 20% could be admitted without

compromising the instrumental resolution too much. Because of the fact that
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a broad band of neutron energy can be used, the incident flux of neutron are

made high enough for achieving a reasonable experimental time. The

wavelength chosen for the experiments was typically around 8 A. NSE

measurements were carried out on the IN-II machine in the Institut of

Laue-Langevin in Grenoble, France.

Oynamic Scattering

The intermediate structure factor S(Q,t) as measured by NSE is coupled

to the dynamics of the (monomer scattering length) density fluctuation, and

it is expected to decay exponentially for simple relaxation processes. This

is because by definition,

S(Q,t) = j g(r,t)exp(iQr)dr [2]

Here g(r,t) is the density correlation function. The characteristic

frequency, 1), is defined as the inverse of the decay time T of the density

fluctuations. A typical neutron spin echo spectrum obtained from a THF

solution containing stars with a I-labelled arm is shown in Figure 3. The

solid lines are theoretical fits due to Dubois-Violette and de Gennes (14].

Figure 3 Neutron spin echo spectra
>05 *• obtained for a I-arm labelled

n . polystyrene star in deutrated
THF. Solid lines represent

theoretical fits using Ref. [14].

0 5 t(as] io 15

It is found that for a star-branched polymer, the scaled characteristic

frequency 1)/Q3 exhibited a pronounced minimum near QRg - 1.2. This is in

strong contrast to the smooth cross over from I/Q to constant at high Q

values commonly observed in the dilute linear polymer solutions. This

effect was thought to be due to a de Gennes narrowing-like process owing to

the enhanced correlation of the monomers in a star polymer [15). The

dynamics of the arms are never quite free on some intermediate length scale,

namely, that of the characteristic size of the whole star. The collective

motion of the arms apparently slowed down the relaxation rate of the

(scattering length) density fluctuations. The enhancement of the monomer

correlation can be best seen in the heightened peak in the Kratky plots
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(where the I(Q).Q 2 is plotted against Q) of the star polymer as compared

with an linear polymer in solution. The fact that the minimum in Q/Q3 was

due to the collective motions of the arms was later confirmed by

measurements in a similar polymer with a single (on average) labelled arm in

the star structure [6]. It was found that the dynamics of a single labelled

arm is very similar to that of a linear polymer in solution [16,17], and

that there is no minimum observed in the scaled characteristic frequency. A

comparison of the dynamics measured in the fully labelled polystyrene star

and a single arm labelled star is shown in Figure 4. We also observed that

the static structure factor of the single-arm labelled star is similar to

that of a linear polymer.
I

Figure 4 The scaled relaxation rate Q/Q
3

for the one arm labelled star ()

400 and the fully labelled star (e)

are plotted as a function of Q.

300-
f.

S2 3 4 -R

am a6i 005 0a o[AT

It turned out that there is a deeper connection between the static

structure factor and the initial decay of the dynamic structure factor (7].

By appealing to the linear response theory, the rate of change of the

intermediate partial structure factor Sao(Q,t) for a diblock polymer can be

written as follows [18]:

asai/at - -ExjQ~jsf (3]

where Sep(Q,t) - Xij<exp(iQria(O))exp(iQrjp(t) [4]

and a, 0 denote the monomers of the two blocks A and B, i and j are running

index that sum over all the monomer whose spatial coordinate are given by

the ri and rj, respectively. The first cumulant matrix 0 is given by

- lim aQ"t-O F Qt )-()[]

Furthermore, it was shown that the first cumulant is related to a generalized

mobility matrix H(Q) [18]:

0 - kBTQ 2 5(Q) I-I(Q) [6]
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The general result stated in Equation (6) gives a simple expression for the

scaled frequency in the Zimm regime, where the mobility 14(Q) - 1/Q for a

Gaussian star polymer. This immediately leads to the observed relation

(/Q3 - const/(Q2S(Q)] (71

near the minimum of the scaled frequency. For QR>>], the scattering from a

Gaussian star leads to scaling relation S(Q) - Q-2, which gives the expected

scaling for 0 - q3. As a matter of fact, the argument for the q3 scaling does

not depend on gaussian statics, it can be shown that M(Q) - I/QY'I, where P is

the Flory exponent. The ratio M(Q)/S(Q) - Qy/Qv-1 - Q, which leads to the Q3

scaling for a as seen in Equation (6), independent of the values of v.

Equation (3) can be solved by the use of Laplace transformation. This

allowed the derivation of a set of specific relations relating the various

partial dynamic structure factors with the two normal relaxation modes

corresponding to the two elgenvalues of equation 2, weighted by the

appropriate combinations of the partial static structure factors.

Recently Benoit and Hadziioannou 119] have published a general scheme to

calculate the the various partial static structure factors, so Sij's are

known. These are quantities one can either directly measure (Sii's) or derive

from measurements (Sij's). Qij's can be obtained by evaluating the initial

slope of the corresponding dynamic structure factors. To interpret the

results one needs to know 1!(Q), the mobility matrix. Richter et al [71 have

derived an expression for Mep by a pre-average scheme that allows the

decoupling of the motion and the position of the monomers in the Oseen

diffusion tensor. The generalized mobility is expressed as an integral

function of the static structure factors:

Map(Q) - 1/(32rto) fsa[(Q2 + s2)1/2] ds [8]

When QRg << 1, there is an additional correction term which also depends on a

second integration of the (partial) structure factor. By the use of the

measured structure factors and equation (8), we can compare with the measured

decay times.

To test the validity of the relations between the structure factors and

dynamics of monomer concentration relaxation described by the initial decay of

S(Q,t), we have synthesized a series of variously labelled 12-arm polyisoprene

star with molecular weight of 8000/arm. The sample 2P was a fully protonated

star, sample 12PD and 120P stars consisting of diblock copolymers, half
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deuterated, and half protonated, each block having a molecular weight of 4000.

The protonated portion was linked at the center of the 12PD star. Sample 12DP

had a reverse labelling, i.e. a deuterated star core. The synthesis

procedures were described elsewhere [1,2].

The various contrast conditions were achieved in the following way: 
For

the core contrast, samples 12P and 12P0 were dissolved in deuterated 
octane;

for the shell contrast, sample 12DP was dissolved in a deuterated octane.

From these solutions we could obtain the partial structure factors S22, S11,

and S12, respectively. For the average contrast, the solution was obtained by

dissolving sample 12PO in a mixture of partially deuterated toluene, which 
had

a lower total incoherent scattering cross-section than that of a

octane-deuterated octane mixture with the same average scattering length

density as that of the 12PD stars. For SANS measurements, solutions of weight

concentration of 4, 2, and 1% were used. For neutron spin echo experiments

only 4% solutions were used. SANS measurements were carried out on the D-17

small angle spectrometer at the ILL in Grenoble, France.

Results and Discussions

The results for small angle scattering for the core, shell and average

contrast are shown in Fiqure 5. Here we employ a modified Kratky plot showing

(Q) QI/S [sub.units] I (Q) .
1

sbunits] I (Q) Q [aub.units]

I -
, P

Figure 5 The Kratky plots for three different contrast conditions: (a) core

contrast; (b) shell contrast; and (c) average contrast.
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QI/I(Q) verses Q due to the good solvent conditions. The solid lines are

fits for a gaussian star model (Y - 0.5), and a swollen star model with Flory

exponent Y set at various values as indicated. It should be noted that none
of the fits are perfect. As discussed earlier in equation (6), we expected

the scaled frequency O(Q)/Q 3 to display a Q-dependence mimicking the function

1/[Ql/YI(Q)]. Specifically, in the modified Kratky plot for the shell

contrast, a minimum was observed near QRg - 1.2 where a maximum was previously
observed for the core contrast. indeed we see that the extrema in the Krakty

plots corresponded exactly with (inverse) extrema in the scaled frequency as

shown in Figures 6, and 7. The height of the peak (or the depth of the
valley) as scaled to the asymptotic values at high Q are also comparable

between the static and dynamic measurements.

300

Figure 6 The scaled relaxation rate (I/Q3

measured for the shell contrast (.)
and the core contrast (o). The

solid lines represent the fits
zoo- using the structure model; the

dotted line represents the fit

using the Gaussion model.

100

0 0.05 0.1 Q[ 1

200

Figure 7 The scaled relaxation rate 1

WOQ3 measured for the average
contrast (.). The solid line '

represent the fit using the

structure model; the dotted loo

line represents the fit using

the Gaussion model.

0.00 (.05 11 14)
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Quantitative fits to the initial decay of the dynamic structure factor as

described above in the Theory section were also obtained for the variously

labelled star solutions. The solid lines in Figures 6, and 7 represented the

fits using the structure model. The dotted lines represents the fits obtained

from using the gaussian star model. It is clear that the structure model can

account for the dynamics reasonably well, while the gaussian model even though

qualitatively correct, clearly quantitatively failed.

We have also compare the dynamics of the core of the star with that of

the full star. One would expect the dynamics be similar from scaling

arguments. However, it is clear that from Figure 8, for the core contrast,

the dynamics of the inner star measured at two Q values are retarded at longer

times when compared with that of a full star. The solid lines through the

data points obtained for the full star are fitted using the normalized Zimm

model due to Dubols-Violette and de Gennes [14]. The fits are satisfactory.

At delay time beyond 4ns or so, the inner star dynamics is seen to decay much

slower. We believe this could be due to the entanglement of the arms in star

polymer, as it is suggested by a recent scaling theory [20].

0

(htI.077A_'

0 IU

Figure 8 The relaxation spectra of a fully labeled star (.,+) and a core

contrast star (*,o) at two different Q values. The solid lines are
fits using the theory given in Ref. (14], the dotted lines are drawn

to illustrate the difference in relaxation rate for the two systems.

Sumary

We have studied star-branched polymers in solution under various

labelling and contrast matching conditions by small angle neutron scattering

and neutron spin echo spectroscopy. We have investigated the relation

between the static and dynamic partial structure factors of the variously
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labeled star polymers. The system of interest is a set of solutions

containing 12-arm star branched polylsoprene of arm-molecular weight of

8000, and two polystyrene 12-arm stars, one fully labelled, the other with

one arm labelled. The polyisoprene star polymer arms consisted of diblock

copolymers, half-deuterated, and half-protonated. Measurements were

performed on a center-deuterated star in a contrasted matching deuterated

solvent (shell contrast), and on a reverse labelle Aar with core contrast.

We have also studied a solution with the solvent matched the average star

scattering length density and solutions containing identical stars with

protonated homopolymers. It is found that in the frame-work of the random

phase approximations, the initial relaxation rate of the partial dynamic

structure factors can be quantitatively accounted for by a function of the

eigenmodes of the mobility matrix weighted by an appropriate combinations of

the various partial static structure factors.
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MICROSTRUCTURE AND ISOTOPIC LABELING EFFECTS ON THE MISCIBILITY OF
POLYBUTADIENE BLENDS STUDIED BY THE SMALL-ANGLE NEUTRON SCATTERING TECHNIQUE

CHARLES C. HAN*, HIROKAZU HASEGAWA AND TAKEJI HASHIMOTO**, I. GLEN HARGIS AND
S. L. AGGARWAL***
*Firstauthor Polymers Division, National Institute of Standards and

Technology, Gaithersburg, MD. 20899
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ABSTRACT

Deuterated polybutadiene and protonated polybutadiene (PBD/PBH) blends
with various microstructures have been studied by the small-angle neutron
scattering experiments. Correlation length, , zero-wavenumber structure
factor, S(q=o), and interaction parameter, Xbl.,d have been obtained. All
PBD/PBH blends exhibit UCST behavior. With the use of random copolymer
theory, the interaction parameter, Xbi.ld, has been successfully separated
into X1 , X2 and X3 which are interaction parameters between the same isotope
labeled 1,2-unit and 1,4-unit, opposite isotope labeled 1,2-unit and 1,4-
unit, and opposite isotope labeled 1,2-unit with 1,2-unit or 1,4-unit with
1,4-unit, respectively.

INTRODUCTION

Polybutadiene blends of various microstructures are widely used in the
rubber industry to tailor the properties to applications"'

)
. Such blends

offer an ideal system to study the fundamentals of binary interaction
parameters of butadiene monomers with different microstructures.

Small angle neutron scattering (SANS) should be the tool to use to study
this microstructure effect.'

2 ) 
Unfortunately, the deuterium labelling of one

of the components which is needed for SANS introduces a repulsive
interaction

(3 ) 
between the two components. This has prevented a straight-

forward measurement of the binary interaction parameter, X, between a 1,2-
unit and a 1,4-unit.

In this paper, an attempt has been made to separate the isotope effect
from the microstructure effect through a systematic SANS study of blends of
deuterated polybutadiene (PBD) and protonated polybutadiene (PBH) with various
vinyl content. Random copolymer theory

(
"
- ) 

was used to carry out this
separation. Reasonable results have been obtained using this analysis scheme
indicating that the ten Brinke, Karasz and MacKnight"

) 
calculation works well

for the PBD/PBH blends.

EXPERIMENTAL

A deuterated polybutadiene, VBRD6 (with 63% 1,2-content, MN=134x1O3 and
M./fl=2.0) and a protonated butadiene, VBRH6 (with 68% 1,2-content, N =135x10

3
,

and MN/M=1.8), were synthesized by one of the authors (I.G. Hargis from Gen
Corp) for this study. Other samples, CisBR7k (7% 1,2-content, M=6.9xl0

3 
and

M./M 5 =I.5), CisgR150k (8% 1,2-content, M.=145xlO
3 
and M,/M0=1.8), H-19 (POD

28% 1,2-content, M.=71x1O
3
, M./M.=1.0) and H-16 (40% 1,2-content, M,=281x1O

3 ,

MN/M.=1.01) were prepared by anionic polymerization.
Blends specimens were prepared by dissolving polymers in toluene and

then cast (from approximately 5% concentration solution) into films. These
polymer films were thoroughly dried in vacuum at room temperature for at least
one day. Small angle neutron scattering experiments were carried out at the

Met. Re. Soc. Symp. Proc. Vol. 166. 190 Matedals Research Society
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SANS facility of the NIST-reactor. The instrument has been described
elsewhere"'. In this study, the focusing geometry with 6A neutron wavelength
was used. Absolute scattering intensity for each specimen was obtained through
use of a secondary standard of dry silica gel. A copper heating block was used
to control the specimen temperature to within 0.3*C of desired temperature
during measurement. Most specimens were measured between room temperature and
180*C at either 20C or 30*C intervals.

RESULTS AND DISCUSSZONS

A. Data Analysis:

All SANS data are analyzed with non-linear regression fitting routine
(2 )

according to the Random Phase Approximation calculation of deGennes
(8 )

,
polydispersity has been Incorporated."

)

In all non-linear regression fitting for SANS data, three adjustable
parameters, a single statistical segment length, b, an interaction parameter,
x/v., and a baseline value, were used. The interaction parameter, X/vo has
thus been obtained for various compositions and temperatures for the series of
specimens.

VBRD6/VBRH6 Blends (1VBRD=0.3?5)

I (a) 23.0"C

2(o) 60.0 C
; 3(a) go.o*

16 6(o)180.C

000o 0.03 00 oo o 00 0.12

5 (a) 10)1

Figure 1

The static structure factors from SANS experiments for VBRD6/VBP-H6 with
V5RD6--

0
.
375 

at various temperatures are shown in Figure 1 together with the
best fitted lines according to the RPA calculation. In Figure 2, fitted
results of x, S(q=o) "1 

and (- for the VBRD6/CisBR~k blend at 4vRS=.7 are
plotted vs. l/T. & long extrapolation is required in order to obtain the
spinodal temperature, T,, therefore, the value obtained may not be very
accurate. Nevertheless, with the help of simultaneous extrapolations of 3 sets
of data, reasonable results can be obtained.
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CisBR7k and CisBRl5OK are quite different in molecular weight but very
similar in microstructure. The x. value of the VBRD6/CisBR15OK blend at
OVBRI6=

0
.

4 7 7 
was also calculated and is indicated in Figure 2 by broken line

B. If we neglect the molecular weight difference arnd the small microstructure
difference, we can assume the VBRD6/CisBR15OK blend has the same X value as the
VBRD6/CisBR7k blend. In this case, all the X values are above the X. at all
temperatures below ca 600*C. Then phase separation is certainly expected for
VBRD6/CisBRl5Ok series at room temperature, which is consistent with our
observation.

VBRD6/CiaBR7k (fPVvRDe =0.477)

4 -

0

2B

------- ----------------------- --------......

Ii 0S(q=oV-

0~

-4-

0.000 0.002 P.004~ 0.006 0.008
T (K-

Figure 2

VBRD8/VBRHB (IPVBD=0.474)

2

0
- 0- X

0

II-1

-42
0.0 .0 .0 .0 .0

T 42

Fiur -2
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In Figure 3, a similar plot for the VBRD6/VBRH6 is displayed. It should
be noted that all the X values obtained for VBRD6/CisBR7k are positive as
indicated in Figure 2. On the other hand, some X values obtained for
VBRD6/VBRH6 and indicated in Figure 3 are negative which would suggest the
existence of a "copolymer effect" as will be discussed as follows.

In order to understand the phase behavior studied by SANS experiment,
both isotope-effect

1 3 ) 
and microstructure-effect have to be properly accounted

for. If we define deuterated 1,2-butadiene, deuterated 1,4-butadiene,
protonated 1,2-butadiene and protonated 1,4-butadiene monomers as A,B, C and D
respectively, then, for a blend of A-B copolymer with C-D copolymer, the free
energy of mixing can be written as:

AFR---= (@1 /N41 )1n .*i + (4i2/Nz)*n 4z44 Xbl.nd (1)

with Xbi.nd = xy XAC + (1-x)y Xsc + x(l-y) XAD

+ (1-x) (1-y) XsD - x(1-x) XA^ - yl-y) XCD (2)

where x is the number fraction of A in A-B copolymer and y is the number
fraction of C in C-D copolymer. x and y refer to the number fraction of
repeat units in the lattice theory of blends. We equated number fractions to
volume fraction for this work.

By neglecting the difference between trans and cis-1,4 polybutadiene and
assuming polybutadiene is a simple random copolymer, we should be able to
obtain all six x-parameters if we have six sets of data for blends with
different microstructure variations. Since we only have 3 sets of data at
this time together with a set of literature value by Bates et al

(3 )
, we have

decided to make a few assumptions and compare with theoretical predictions at
least semi-quantitatively. I should point out that the following assumptions
can be removed when more experimental data becomes available.

First, let us assume XAC = X .D X3. This assumption implies the
isotope-effect is identical between 1,2 pairs and between 1,4 pairs of two
different isotopes. This may be the most severe assumption, but still this
may not be too bad without actually knowing what is the exact intermolecular
potential energy function between two isotopically labeled microstructure
pairs. Once we have made the above assumption, we can then assume XAB = XCD
ax1 and XAD = XBc ax2 . These two assumptions implies that pure microstructure
effect (interaction between either protonated or deuterated 1,2 & 1,4 butadiene
pairs) is independent of isotope used and then the cross (isotope labeled)
microstructure effect is independent of which one of the two monomers is
labeled. Actually, these two assumptions are implied from the previous
assumption that isotope effects are identical between 1,2 pairs and 1,4 pairs.

Since x has a 1/T dependence, the measured value of X for VBRD6/VBRH6,
VBRD6/CisBR7k and Bates at al. blends can be expressed as follows with molar
volume of 61.1 cm

3
/mol for VBRD6 and VBRH6 and 60.4 cm

3
/mol for CisBR7k:

X(VBRD6/VBRH6) = -7.46xl0
-
1 + 0.248/T (4=0.278) (3a)

x(VBRD6/CisBR7k) -2.57xIO
- 

+ 0.758/T (0=0.24) (3b)

X(Bates at al.) = 2.3x10
"4 

+ 0.326/T (0=0.31) (3c)

If we neglect the small composition dependence used in the above three
sets of blends, then X,, X. and X3 can be obtained from eq.3 together with
eq.2. Values of X1 , X2 and X3 thus obtained are displayed in Figure 4.

Finally, in Figure 5, X values obtained from SANS measurements of H-19/H-]6
blend are displayed as a function of I/T, together with the predicted values in
solid line which is calculated according to x, X2 and X3 values obtained
before. Although the predicted numbers are slightly lower than the
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experimental values, considering the assumptions and errors involved in the
calculation, in this analysis, in sample preparation, in compositions used (H-
l9/H-16 blend has OPBD=O.

757
) qnd in SANS experiments, this agreement may be

considered to be excellent.

100241 +9/

7 - 2 D11.-014))

5 D1.2-H1.4)

4

3-

2-

......................
........ ..............

2.0 2.4 132.8 1.2)
(T 1. w- .4

04

0.30

0.36

0.30

0.25.

0.20

La ~ ~ 207 it. 3.).

Figure 5
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CONCLUSION

In this work, we have presented results for deuterated
polybutadiene/protonated polybutadiene blends with various microstructures and
compositions. We found that the static structure factor S(q) from the SANS

experiments for miscible (at room temperature) blends can be well represented
by the RPA calculation. From that analysis the interaction parameter, X/vo,
correlation length, C, and zero wave number structure factor, S(q-o), can be
extracted. The spLnodal temperature can be obtained through extrapolation.
Phase diagrams for these polymer blends can be constructed, and they all show

UCST behavior.

Interaction parameter, Xbl.nd, of a blend at any given composition can
be represented by a simple A + B/T functional form. If we neglect the

molecular weight dependence of X, then the Xbl..d can be separated into three
interaction terms. These three interaction parameters X1 , X2 and X3 represent
binary interaction between the same isotopi- labeled (with deuterated or
protonated), 1,2-unit and 1,4-unit, opposite isotopic labeled 1,2-unit and 1,4-
unit, and opposite isotopic labeled 1,2-unit and 1,2-unit or 1,4-unit and 1,4-
unit, respectively. Reasonable success has been demonstrated by comparing the
measured xbln8 with predicted Xb.,nd for an independent set of PBD/PBH blend.
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CHARACTERIZATION OF MOLECULAR NETWORK OF THERMOSETS
USING NEUTRON SCATTERING

WEN-LI WU
Polymers Division, Materials Science and Engineering Laboratory, National
Institute of Standards and Technology, Gaithersburg, Md 20899

ABSTRACT

Neutron scattering measurements were conducted to investigate the
conformation of the molecular networks in epoxies. Emphasis was placed on
the changes in the scattering intensity resulting from curing.
Experimental results on homopolymerized epoxy as well as a theoretical
interpretation of the results are presented.

INTRODUCTION

Neutron scattering has been used extensively to study the chain
conformation of thermoplastics in bulk and in solution. The scheme used
is to blend deuterium labeled chains with protonated chains. For
thermosets, on the other hand, the application of this neutron technique
to characterize the conformation of an average network is not
straightforward since it is difficult to implant a few deuterium labeled
networks amidst protonated ones without encountering the problems well
known in the field of interpenetrated networks. The term network
conformation refers to the spatial correlation among all the topological
or directly connected neighbors in an average network. One can blend
some deuterium labeled monomers into unlabeled monomers and perform
neutron scattering measurements on the cured specimen. However, the
scattering results of such samples contain no information regarding the
average conformation of the network. This is because the distribution of
all the labeled monomers stays random regardless of the curing process,
i.e., the labeled monomers will not selectively crosslink among
themselves. Therefore, within an average network the disposition of
labeled and unlabeled monomers must be random, and no network information
can be extracted from a scattering measurement.

The first successful attempt to use neutron scattering to
investigate the network structure in thermosets was made by Wu and Bauer'.
The basic approach of their work is to have all of the monomer Partiall
deuterated. The material after cure or crosslinking resembles, by a
linear chain analogue, a multiple block copolymer with alternating
deuterated and protonated blocks. The early neutron scattering results of
partially deuterated diglycidyl ether of bisphenol A (DGEBA) cured with
Jeffamines* can be fitted quantitatively using a random phase
approximation (RPA) scheme'. However, the presence of a flexible chain
with an amine group on each end as the curing agent tends to complicate
the experimental results; in the uncured mixtures the correlation hole
peak from the partially deuterated DGEBA almost disappears due to the
dilution effect of the amine chains. After cure these amine chains are
connected with the deuterated DGEBA molecules. Howeverthe interpretation

*Certain commercial materials and equipment are identified in this
paper in order to specify adequately the experimental procedure. In no
case does such identification imply recommendation or endorsement by the
National Institute of Standards and Technology, nor does it imply
necessarily the best available for the purpose.

Mst. Re1. Soc. Symp. Proc. Vol. 166. 1990 Materials Research Society
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of the scattering results is also complicated due to the presence of the
amine chains, e.g. the protonated portion in the network now denotes a
combination of the mine and the protonated portion of the DGEBA.
Although the fit between the calculation and the neutron scattering
results on Jeffamine/DGEBA is quite satisfactory, some uncertainty
concerning the viability of neutron scattering for elucidating the network
structure still remains. In other words, if the starting monomers give
rise to a clear correlation hole peak in scattering intensity, will
crosslinking result in a significant change in this peak?

EXPERIMENTAL

To answer this question, the following experiment was conducted.
The partially deuterated DGEBA (d-DCEBA) was cured without any amines
incorporated into the network. It is well known that homopolymerization
of DGEBA will occur at elevated temperature especially in the presence of
catalysts

2
. Piperidine (5 pph) was added to d-DGEBA at room temperature

and served as a catalyst. The material was cured at 160"C for 20 hrs.
Infrared results on the amplitude of the epoxide band at 915 cm

-
'

indicated that the cure was almost complete.
Neutron scattering measurements were conducted with a 3-axis

diffractometer and the small angle neutron scattering (SANS) instrument at
the NIST** reactor facilities. The results for the monomer and the cured
sample are given in Figures Ia and lb for the diffractometer and the SANS
measurements respectively. The thicknesses for both samples were
identical (2 mm), and the apertures for these two measurements were also
kept the same. Consequently, a direct comparison can be made between
these two scattering curves.

RESULTS AND DISCUSSION

The diffractometer results (figure la) reveal that the cure of the
DGEBA monomer results in (a) an enhancement in the peak intensity, (b) a
downshift of the peak position, and (c) a sharpening of the peak.

170 1 -

00 CROSSLINKED
8140 Figure la: Neutron

0 diffractometer results
- 0 of the monomers and the

0 cured material of

partially deuterated

l 11 diglycidyl ether of1 10 0, bisphenol A.
VjMONOMERS

0 8 1 1 I

0.0 0.4 0
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The SANS results (figure lb) indicate that the scattering intensity for
both the uncured and the cured samples is virtually zero except in the
region of q less than .015 A

-
'. Impurities are the likely causes for the

scattering intensity in this low q region. The flat background level of
0.4 cm

-
1 in figure lb is from the incoherent scattering.

- i I I i

1.6

4 . Figure lb: Small angle
.j neutron scattering

0.8 * result of the monomer
S(A) and the cured

W. ,. material ()

0.0 I i i I I
0.00 0.02 0.04 0.06

q (A- )

The downshift of the peak position upon cure can be understood
within the context of RPA theory (RPA)

3
, and this point will be addressed

as follows. The legitimacy of applying RFA theory to polymer networks has
been established recently

4
; the fact that the number of spatial neighbors

of an average network is finite in thermosets has no consequence on the
use of the RPA result. Figure 2 shows the results of a RPA calculation of
the DGEBA monomer, a dimer, a tetramer of four-arm star type and a virtual
monomer defined below. For the DGEBA monomer the central portion is
deuterated; it can be considered as a H-D-H triblock polymer. Accordingly
the dimer can be represented as H-D-H-H-D-H and so on. Due to the
formation of the H-H block upon cure as shown in the dimer structure, a
virtual monomer is constructed as H-H-D which has the same size or
molecular weight as the DGEBA monomer. The formation of the H-H block

Figure 2: Theoretical
results of thescattering intensities

% .of a d-DGEBA monomer
(solid line); a dimer

, - .. (long dahed line); a
N . tetramer (dotted line);

and a virtual'h I"%.monomer hor dashed
line). All the

intensities were
normalized to one molar
volume.

0
0 2 4 6

Q*RG
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apparently causes a downshift of the peak. As the molecular weight of the
cluster increases during curing the population of an isolated H block
dwindles, and toward the end of cure one expects that the peak position
will shift to that of the virtual monomer. The results in figure 2 were
based on a Gaussian chain model and all the intensities were normalized to
one monomer unit. Based on this calculation it is clear that the

downshift of the peak position and the increase in the scattering
intensity can be understood, at least qualitatively, by a simple network
formation process. As to the sharpening of the peak a more detailed model
will be needed. The absence of the peak sharpening in the RPA results is
apparent by comparing figure la to figure 2; no cross-over of the
scattering intensities occurs in the RPA results while such a cross-over
is present in the neutron data.

For epoxies, RPA calculations based on a simplified network model
have been carried out'. The results indicated that the peak widths depend
strongly on the rigidity as well as on the molecular weight of the
network. As shown in Figure la, the half widths of the peaks are 0.25A "'
and 0.36A-' for the cured sample and monomer, respectively. In addition,
the ratios of the half-widths to the peak positions are 0.69 and 0.76 for
the cured and the uncured material., respectively. Sharpening of the
scattering peak has been explained by the formation of a network with
certain spatial regularities such as the localization of the junctions.

CONCLUSIONS

In summary, the crosslinking process in thermosets results in
pronounced changes in the scattering behaviors. These changes can be
explained in terms of a simple network formation and an enhancement of the
inter-monomer correlation among the topological neighbors.
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SHEAR INDUCED PHASE BEHAVIOR OF POLYMER BLENDS
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ABSTRACT

The phase behavior of polymer blends and solutions can be changed
dramatically by a flow field using a variety of flow geometries. Unlike

simple binary fluids which require extremely high shear rates to produce
only small shifts in the phase boundary, polymer phase behavior may be

influenced by as much as 10 degrees with the application of much lower shear
rates. However, there is a large body of conflicting data concerning the

nature of these shear effects in polymers.

Here we report on the effects of shear on the phase behavior of
polymer blends by small angle neutron scattering (SANS). Experiments were
conducted using a specially constructed, concentric cylinder apparatus for
in situ studies of concentrated polymer solutions and melts. Two separate
systems will be discussed: 1) a blend of polystyrene and polybutadiene. 2)
a blend of polystyrene and poly(vinylmethylether). Both systems exhibit

shifts in the phase behavior which indicate shear induced mixing in
agreement with previous results obtained by other techniques. These results
will be interpreted within the context of existing theories of shear induced

phase behavior.

INTRODUCTION

In this study, we report on the shear behavior of two different
homopolymer blends utilizing small angle neutron scattering (SANS). One of
the blends consists of a high molecular weight deuterated polystyrene (PSD)
(Mw = 4,4xl0

5
) blended with a high molecular weight poly(vinylmethylether)

(PVME) (M,=1.Bx1O6) and exhibits lower critical solution temperature (LCST)
behavior. The second blend is composed of a low molecular weight deuterated

polystyrene (M,=l.0x10
3
) blended with a low molecular weight polybutadiene

(PB) (Mk=4.5xlO
3
) and displays upper critical solution temperature (UCST)

behavior. The SANS data will be analyzed using treatments which have been
successful for the analysis of quiescent polymer blends. An attempt will

also be made to analyze the the data based on the simple rotatory diffusion
of the concentration fluctuations under the influence of shear as well as
the mode-mode coupling treatment of Ferrell [1] and Kawasaki [2-4] for the
relaxation of concentration fluctuations.

Investigations of shear effects on the critical behavior of polymer

blends and solutions have grown steadily in recent years [5,6]. The data is
divided between reports of shear induced mixing and shear induced phase
separation. Most studies report only shifts in the cloud point obtained
from turbidity changes. A few quantitative light scattering studies have

also been reported but due to wavelength limitations, these studies probe
concentration fluctuations on the order of 1000 A and examine the two phase
region and the so-called weak shear limit. Examination of the fluctuations
on a much smaller size scale in the one phase region and strong shear limits

is desirable for a microscopic understanding of the problem. The much
smaller wavelength (IOA) of incident neutron radiation allows one to probe
the desired size scales. However, SANS experiments are complicated by the
fact that no theories exist for the structure factor of a blend of two

homopolymers under the influence of a shear field.
DeGennes has shown [7] that by using a random phase approximation and

assuming polymers can be modelled as a mean-field system, the scattering
structure factor for a binary polymer system is as follows:

IM. Roe. Smc. Symnp. Proc. Vol. 16. t19W Maeilal Resarch Society
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1/S(q) = ( AN S (q)[- + (ZN8S 5(q)
-1 

- 2x1

where Si (q) is the single chain structure factor, q = (4x/A)sin(9/2) is the
magnitude of the scattering vector, x = monomer/monomer interaction
parameter, 40 = volume fraction of component i, and Ni = degree of
polymerization of component i. The concentration correlation length, , is
defined as:

tl = [vo/
36

(X.-%)][(bA
2
/vAOA) + (bs

2
/VB0)]-

1  
(2)

where b i = statistical segment length of monomer i, v = molar volume of a

reference cell, v, = molar volume of component i and X. is the value of the
interaction parameter at the spinodal. In the vicinity of the phase
separation temperature, To, the correlation length has the following scaling
form often observed in critical phenomena:

a() - I T - T, l- (3)

where v = 1/2 for a system which follows mean-field behavior. Attempts to
develop expressions for the scattering structure factor of polymer systems
under the influence of shear have been made, however none are applicable to
the polymer blends we have studied.

MATERIALS

Polystyrene-d s (PSD) for this experiment was prepared by anionic
polymerization of styrene-d s in benzene with butyllithium as an initiator
using standard techniques [8]. The PSD was characterized by gel permeation
chromatography showing M-4.4xl0

s 
and M./KM=l.28. Poly(vinyl methyl ether)

(PVME) was polymerized by cationic polymerization in toluene with BF3 -ethyl
ether complex as an initiator [9]. The polymer was fractionated in
heptane/toluene and the fraction utilized in these experiments had a
M.=1.8xlO6 and M,/M,=l.76 as determined by GPC. The PSD/PVME blend
composition was 20:80 by weight. This composition represents the critical
composition for a PSD/PVME blend based on the data of Han et al. [10). All
samples were prepared by dissolving the polymers in toluene and then pouring
the solution into the bottom of the rotor and removing the toluene by vacuum
in a vacuum oven at 80C for 48 hours.

Polystyrene-d# (PSD) for the PSD/PB blend was also prepared by anionic
polymerization techniques described above. The PSD was characterized by gel
permeation chromatography showing MK=1.0xlO

s 
and M./Mn=1.04. Polybutadiene

(PB) was purchased from Scientific Polymer Products, Inc. [11] with a
nominal molecular weight of 4.5xl0s. The sample composition was 77:23
PSD/PB by weight.

RESULTS

The shear apparatus used in this experiment has been described in
detail elsewhere [12]. SANS results were obtained using an incident
wavelength of 9 A at the NIST reactor. Data was collected over a two-
dimensional detector and corrected for dark current intensity due to

electronic and background neutron noise. Sector averages of the scattered
intensity parallel and perpendicular to the flow (horizontal and vertical)
were obtained in ±10' sectors. Absolute intensity calibration was done with
a dry silica gel as a secondary standard, calibrated in terms of a primary
vanadium standard.

For the analysis of the data we first fit the zero shear scattering
;ntensities with a non-linear regression routine to the deGennes scattering
function for binary polymer blends. From Equation 3, plots of t-2 versus
I/T were made for the parallel and perpendicular directions. Extrapolation



481

to infinite correlation length at the different shear rates yields the
spinodal temperature.

The PSD/PVME blend was studied between 100*C and 142.5'C at shear
rates between 0.02 s

-1 
and 1.30 s

-
1. The optical cloud point at zero shear

was 140°C. The estimated spinodal temperatures at zero shear parallel and
perpendicular to flow are 140.5*C and 140.7°¢ respectively. At constant

temperature, the shear rate dependence of the scattering profiles show
significant differences. In the one phase region (below ll0°C), parallel to
flow, the scattering intensity at low q decreases with increasing shear
rate. Perpeadicular to the flow direction, the scattering profiles are
virtually independent of shear rate. An example of the shear rate

dependence is shown in Figure I for 137.5°C.

P-.. P3'S E. 137 5-C P Fp,~o~. SF/ IE. 1375-C

0427 - o. 002* 00 5064 1
i- .... .36.

* 0 / ," 1o /+ 26s-

'-I I

, Figure la Figure lb

The solid lines in the figures represent the RPA fits to the data.
However, the Interpretation of the parameters obtained by RPA fits for the
sheared data is subject to debate. instead values of t were extracted from
the low q portion of S(q)

-
1 versus q2 plots according to the Ornstein-

Zernike relation. From the values of , the estimated spinodal temperatures
increase with increasing shear rate In the direction parallel to flow,
corresponding to a shear Induced mixing. At the highest shear rate eyamined
(1,30 s-'), the increase In the spinodal temperature is approximately S°C.
Perpendicular to flow no systematic change in the apparent spinodal
temperature is observed. These results indicate that with the application
of shear, there is a shear induced mixing effect consistent with mixing
behavior observed previously by other investigators on PS/PVME [13-15J and
is also consistent with the shear induced mixing behavior observed by SANS
for a polymer/polymer/solvent system (161.

The scattering profiles for the PSD/P5 blend were obtained between
W C and 8C*G and at shear rates ranging between 50 and 200 s-1. The zero
%hear cloud point was determined to be approximately 40*C by optical
methods. In the one phase region, from 80*C down to 45'C, there is
virtually no change in the scattering profiles as a function of shear rate
in either the parallel or perpendicular directions. Below 45°C, the
scattering Intensity at low q decreases with increasing shear rate parallel
to the flow direction.

he plots of - versus I/T yield apparent spinodal temperatures of
385hC and 38neC in the parallel and perpendicular directions respectivel
at zero shear rate. e apparent spnodal temperatures as a funtion of
shear rate can not be obtaoed quantiativey, due to cureature in the f-
versus I/T plots. This is an Indicaton 

o
f the nconsistency In using he

Ornstein-Zernike analysis for extracting and using a mean field exponeaue
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of 1/2 to extrapolate the spinodal temperature. The apparent good fits to

the RPA function or the Ornstein-Zernike function alone are insufficient for

testing this procedure. However, the decrease in scattering intensity as a

function of shear rate implies that a shear stabilization of this blend is

also occurring.

DISCUSSION

For each system at constant temperature, a decrease of scattering

intensity at low q was observed which implies the suppression of large

fluctuations. A cutoff value, q., is taken to be the value of q where the

zero shear and sheared structure factors begin to diverge. As the shear

rate increases, q. also increases. Perpendicular to flow, no changes in the

scattering behavior were observed. We will analyze this phenomena by (1) a

rotatory relaxation picture and (2) the dynamic mode-mode coupling theory.

For rotatory diffusion of a sphere in solution the following relation

holds 1171:

r = 8irnR'/kBT (4)

where r is a rotational relaxation time, e is the rotational diffusion

coefficient, q is the solution viscosity, R is the radius of the sphere, k.

is Boltzmann's constant and T is the temperature. For the case of

concentration fluctuations under the influence of shear, at a given shear

rate J, concentration fluctuations with r>l/j (large R), will be suppressed.

The suppression of these large fluctuations below q. is related to j as

follows:

r = j-' = (8irt/ksTq.
3

) (5)

The viscosity and temperature dependence of the experimental q. values

were analyzed by plotting log q. - (l/3)log q + (1/3) log T versus log j and

log q, versus log(q7/T). From Equation 5, plots of this form should give a

slope of 1/3 and an intercept value of (l/3)log(8w/k.) = 5.753. Since the

viscosity of the PSD/PVME blend is non-Newtonian, the experimentally

determined values of the blend viscosity were used, while for the PSD/PB

blend the zero shear values of the viscosity were utilized. Data for both

the PSD/PVME blend and the PSD/PB blend were combined in the log q, -

(l/3)log q + (1/3) log T versus log i plot and shown in Figure 2. A single

slope value was determined by linear regression analysis to be 0.332 with a

standard deviation of 0.006 using all data points. The intercept value was

determined to be 5.71 with a standard deviation of 0.01. The plot of log q

versus log(n7/T) is shown in Figure 3. Linear regression analysis of the

plot, using all data points gives a slope of 0.333 with a standard deviation

of 0.015 and an intercept value of 5.71 with a standard deviation of 0.03.

The good quantitative agreement between the shear rate dependence of the

experimentally measured q. values and the predicted shear rate dependence

based on the rotatory diffusion model is taken as evidence in support of

thi! treatment.

From the mode-mode coupling analysis of Ferrell [1] and Kawasaki 12-

41. the decay rate, r, of fluctuations with wavenumber q may be written as a
sum of hydrodynamic and molecular contributions:

rq =rq... + q,.hyd (6)
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If we first neglect the molecular contribution to the relaxation process the
hydrodynamic term is defined as (kBTq

2
/6irnt) for q <l and (kBTq

3
/16n) for

q >l. The shear rate dependence of the longest wavelength, q.-j, not
affected by shear rate is therefore given as:

q 
= 

(6wn /kBT) 11 "2
j for q. <l (7a)

= (l6P/kBT)Z/3_1
1
3 for q.E>l

(7b)

Equating the experimentally determined q. to q., we would expect in the
strong shear limit, a slope of 1/3 and an intercept of (l/3)log(16/kB) =
5.688 for the plots shown in Figures 3 and 4. These values are entirely
consistent with those determined from the experimental data, supporting the
mode-mode coupling analysis with the hydrodynamic term dominating the
molecular term. Hashimoto [18,191 and Onuki [20] have argued that the
molecular contribution to the relaxation should be the dominant process and
predict that in the strong shear limit, qc should vary with a j'" power
dependence. Our data does not support this prediction, however Hashimoto
and Onuki have argued from the standpoint of a blend in the two phase region
while our data is taken in the one phase region of the phase diagram.

CONCLUSIONS

The small angle neutron scattering behavior of two different bulk
homopolymer blends, PSD/PVME and PSD/PB, were examined. The data was
analyzed in two different fashions. The first analysis method presumes the
validity of the Ornstein-Zernike relation for binary polymer mixtures under
shear to obtain values for the concentration correlation length, . By
plotting C-2 versus 1/T values for the spinodal temperature as a function of
shear rate were obtained. The PSD/PVME blend exhibited a substantial
increase in the spinodal temperature as a function of shear rate, while
quantitative determination of the shift in the spinodal temperature of the
PSD/PB blend was not possible by this analysis. In both cases, the data
indicates a shear induced mixing effect.

The second method of analysis does not rely on any form for the
structure factor, and attempts to present a physical picture for the effect
of shear on a blend of two homopolymers. Analyses following two different
models were presented. The first based on the rotatory diffusion of
fluctuations and the second based on the mode-mode coupling analysis of
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Ferrell avid Kawasaki. At a iv~n shear rzte. a critical cutoff q %au,
can be determined from the scattering profiles. Fluctuations with sizes
larger than I/q. are presumed to be suppressed by the imposed shear field.
The relation between the experimentally determined q, values as function of
shear rate is in good agreement with both the rotatory diffusion and mode-
mode coupling analyses. Both analyses also lead to the conclusion that
shear induced mixing behavior is observed in both the blend systems
examined.
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ABSTRACT

Neutron reflectivity has been used to determine the concentration profile at
the vacuum-polymer interface for a two polymer blend. To quantify surface
enrichment and evaporation due to differences in chain length, we have
measured the reflectivity of a mixture of short deuterated and long protonated
polystyrene chains (DPS & PS), with a weight fraction of 0.5. When a mixture of
DPS and PS chains of molecular weight 720 and 910k respectively were annealed,
a small but measurable increase in asymptotic reflectivity occured, coupled with a
decrease of film thickness and scattering length density. This is indicative of
surface enrichment and evaporation of the light chains (DPS). Ellipsometry
studies confirmed that the short chains evaporated and its rate was established as
a function of the temperature. Upon increasing the DPS molecular weight to 9600,
the enrichment becomes considerably greater whilst the evaporation becomes
negligible.

INTRODUCTION

Recent theories dealing with surface segregation in compatible polymer
blends have focused on high molecular weight (polymeric) systems in which the

entropy of mixing is quite small[l]. Experiments[ 2 ] with such systems involving
binary mixtures of protonated and deuterated polymers have shown that at
equilibrium there is a surface excess of deuterated molecules. This effect is
predicted to be strongly driven by reduction of surface energy of the deuterated
component-- purely entropic effects are calculated to produce surface

enhancements only on the order of ca. 1%[ 3 ,4 1. However, the entropic reduction
could be large and dominant over energetic effects such as deuteration, in blends
of short chains (oligomer) and a polymer. This could result in surface
enhancement of 10% or greater of the oligomer. By using neutron reflectivity, we
have tried to observe such a segrcgation of deuterated oligomers to the vacuum-
polymer interface in a mixture of deuterated oligomer and protonated polymer.
The study has been conducted for two different molecular weights of the oligomer.

EXPERIMENTAL

To measure the thickness and reflectivity in blends of oligomeric deuterated

polystyrene (DPS) and polymeric protonated polystyrene (PS) chains, films were
made which consisted of a thick (-1000A) layer on top of a silicon wafer. The film
was prepared from a toluene solution of a DPS:PS blend by spin casting on a

Mal. Res. Soc. Symp. Proc. Vol. 166. '1990 Materials Research Society
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silicon wafer. The molecular weight of the monodisperse polymers were: DPS
(720), DPS(9600) and PS(910k).

The neutron reflectivity measurements were performed at the reflectometer
POSY II at the Intense Pulsed Neutron Source at Argonne National Laboratory.
In this technique[ 5 ], a neutron beam of wavelength X is reflected at a grazing
angle 0 from the sample's surface. The reflectivity is then measured as a
function of the neutron momentum perpendicular to the surface; in vacuum, k, =
21csin0/X. The reflectivity R, is the optical transform of the average nuclear
scattering amplitude (b) per unit volume (V), b/V as a function of the depth z from
the surfaces. Thus R as a function of k, determines the scattering amplitude
profile from which the volume fraction profile is obtained.

SURFACE EVAPORATION

The first neutron reflection measurements were taken on a thin
layer of a polymer blend deposited on a silicon substrate. The blend consisted of
oligomeric DPS(720) and polymeric PS(910k); the weight fraction of the oligomer
being 0.20. Upon annealing this mixture above the glass transition temperature at
187°C for times ranging from 70minutes to 48hours, it was deduced from the
variation of the reflectivity profile, that the sample gradually lost the
oligomeric(deuterated) component. To attain 4 better understanding of the
devolatilization of the oligomers, a Rudolph AutoEL 11® ellipsometer was used to
measure systematically the time dependence of the thickness of polymer films
during annealing. Using samples identical to that previously used for neutron
reflection, the variation of the film thickness was observed as presented in Fig.1
for annealing temperatures of 130, 150 and 170'C. The glass transition
temperature is estimated to be 69°C[6 ]. At all temperatures, the film thickness
decreases rapidly at first and then decreases much more slowly at longer times.
Note that total evaporation of the short chains would result in a thickness ratio
equal to 0.80. In order to see if total evaporation is possible, a sample was heated
to 150'C for 12 days in a vacuum oven. The final film thickness ratio of 0.84
suggests that some residual oligomer may still be in the blend.

In order to model the evaporation of the oligomeric polystyrene, one needs to
describe the diffusion of the short chains from below the surface (source) to the
air-polymer surface (sink). One complication of this diffusion process is that
upon evaporation of the oligomer, the glass transition temperature (Tg) of the
blend changes from its initial value of -69°C towards that of the 910k PS chains-
100'C. The resulting decrease in the reduced temperature T-Tg will act to slow
down the diffusion. However, diffusion within the bulk is not the only rate
limiting process. Once the short chains reach the surface, an energy barrier
must be overcome which is associated with the adhesion energy of the chain to

other chains. The two competing processes - evaporation and enrichment
determine if there is a net excess or depletion of oligomers at the surface. For the
evaporation process, the vapor pressure of the oligomer must be considered; while
for enrichment, thie molecular weight is important.
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Figure 1. Ratio of film thickness to the initial film thickness for a
DP(720,20%):PS(9 10000) blend at 130'C , 150'C and 1700C.

NEUTRON REFLECTIVTY

New neutron reflectivity measurements were performed on two blends: In
the first experiment, the Mw of the deuterated oligomer was 720 while in the
second the Mw was 9600. In both cases the Mw of the protonated polymer was
910k. In order to maximize the surface excess of oligomers[ 1,3], its weight
fraction in both blends was 0.50. Since the initial Tg is lower for the Mw=720
blend, the annealing temperature (T) was adjusted to keep T-Tg roughly the same
for the two cases. Fig. 2a presents the experimental values of Rkz4 for the
DPS(720):PS(910k) sample before and after annealing at 103'C for 410 minutes.
Similarly, figure 3a corresponds to a DPS(9k):PS(910k) sample before and after
annealing at 1451C for 12 hours.

The function Rk 4, presented in Fig. 2, is quite informative because at large
kz

IR k4  D +2E c [2 ll
-2 ...

where

The depth profile is approximated by a histogram formed by a series of slabs with
thickness zi and scattering amplitude per unit volume (b/V) i . For a homogeneous
melt, RkZ4 oscillates around a constant value of D which is characteristic of the
scattering !ength densities at the front and back interface of the film.



488

.................

:Standard
Annealed 410min 0 103 C

0...00.... -1;------I...------I...---------....-----

011 410

0.0 1 ..... ...... ...
0 .....0 . ... .. .....

....... M OME..U .. .- A-- - -.........
Figure ~ ~ ~ ~~~~~......... 2b....o.teaneld.....P(1k)bed.M dl rfle 2

en a c m n of...... the... o .....gom ...... at ....... the ......... Iufa e fora. hikns..f.5..T tapo y e thic nes .........



1489

o Standard

.......... 1. Anealed 720min 01450 J

.. ..... ....

000

00.10.200 0.0

NEuTRoN MOMENTum (V')

Figure 3a. Rk4 z for a DPS(9600)PS(910k) blend before and after annealing.

.~~~~~ ~ ~ ~ A n e a e 7 20... ........ mi............... ..... @......... ............... 4.......... ... . .........C .
...........-..... ..... S.......... .......... lation.. ... . - - - ....... ...

.. .. ...... ... .l .. . . .... .I .... .. ... ... .... .. .
. .... ..... ... ... . . ..... ...... ..... .... ........

.. ...... - .............. ...... ...... .. ..._ ....

...... ..S.... ... Aneld70 i 4P
........... ............ ... .... .........

0.0Simulation
0 .... 0.... ........ .... ..... ... ..... 0 .0 0....... . 0......

0 .1 ~ ~ N U T O M O M E N T UM.... . ....... ...... ..... ......... ................ ................ .... ......
Figure.......... 3b........... ..... for...... th an eaed.......S ) ln. Model...... profile:.. 24%........

enhancemen of..... o.gmr at .the surface, ..... for ... a thickness..... of........... Toalplye
thickness.. ......3.........A......



490

Returning to Figs. 2a and 3a, Rk2
4 for the annealed samples is greater than

that of the unannealed ones, the increase being larger for the higher molecular
weight oligomer mixture DPS(9k):PS(910k) -- this gives direct evidence for
segregation, since the process increases the number of components present in Eq.
(1). One also observes that for the DPS(720) sample, the period of the oscillations
ir k increases upon annealing. This means that (cfr. the cos term in eq.(1)) the
overall thickness decreases of some 2%. In contrast, oscillations of the DPS(9.6k)
samples maintain the same period upon annealing.

The experimental results were compared with model scattering length
density profiles corresponding to an air/polymer/silicon sandwich. In all
simulations the scattering length density of silicon was taken as 2.08 x 10-6A-2,
that of PS as 1.4 x 10-6A-2 and that of DPS as 6.5 x 10-6A -2. For these relatively
small enrichments, the quantity that can be more reliably obtained from the data
is the surface excess of the volume fraction of the oligomer

Z * =f [WzI-4(-)3dz[3

For the DPS (720):PS samples, the best value is Z*= 3A; for the larger oligomer
Z*= 7A. The simulation for the annealed samples, presented in Fig. 2b and 3b,
was done basically with a two layer model. The agreement with the present data
is such that there is no hope to resolve a more detailed profile. Could the neutron
reflectivity data be explained by an entirely different profile such as one in which
the oligomer precipitates on the silicon substrate? While the latter model gives a
poorer fit to the data, the most convincing test will be an additional experiment,
where silicon is substituted with quartz. With this and other experiments in
which the instrumental resolution is better controlled and the range of k further
extended, we should soon be able to provide a more detailed profile. It is our hope
that a parallel development of the theory would enable to adequately test such
results.
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